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ABSTRACT

Super-peer networks have been proposed to address theoifssue
search latency and scalability in traditional peer-tord®2P) net-
works. In a super-peer network, instead of having a fully dis
tributed systems of peer nodes with similar or comparalpeloit
ities, some nodes that possess considerable computing pmde
resources are designated as super-peers. Each supeciseas a
server for multiple client peers under it. This hierarchiteucture
of a super-peer network improves the performance of a Super-
network over traditional P2P networks by handling most cear
queries between the few super-peer nodes, thereby redoeang
all network traffic and improving search latency. In this @apve
address the problem of mutual selection by super-peerslam c
peers. In particular, we evaluate alternative decisioetions used
by super-peers to allow new client peers to join the clustelients
under it. We experiment with peers with known resources aad d
mands. By formally representing and reasoning with cajtgbil
and query distributions, we develop peer-selection fanstthat ei-
ther promote concentration or diversification of capab#itwithin

a cluster. We evaluate the effectiveness of these diffeselatc-
tion functions for different environments where peer caljiads
are aligned or are independent of their queries. We offéglins
and analysis on the effects on inter and intra-peer bantveioi-
sumption which will allow a super-peer to adopt approprisger-
selection functions given their expectations about thérenment.

Categories and Subject Descriptors

1.2.11 [Artificial Intelligence ]: Distributed Atrtificial Intelligence—
Multiagent systems
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1. INTRODUCTION

Current research in peer-to-peer (P2P) networks mainlysies
on the capacity of the network to provide efficient searchabip
ties, to treat queries in a timely and accurate fashion, andax-
imize the bandwidth to transfer data between peers. Sugmr-p
networks [3, 5, 13] have been proposed to improve the search |
tency and scalability of traditional P2P systems. Instdddeing a
fully distributed system of peer nodes with commensuratemd-
ing capabilities and resources, a super-peer network dsegpof
a hierarchical arrangement of nodes with different contpral
capabilities. A super-peer network is a two-tiered strrectione
level consists of super-peer nodes that have considerabiput-
ing capability and resources, with each super-peer magaygiar-
ations such as searching and query forwarding for multipént
peers under it. The benefits of this architecture, comparadully
decentralized approach, is an improvement in search hatend
scalability as most queries are routed between the few sagmms
or between client peers under one super-peer. In partiuiaeer
no longer needs to handle the network traffic associatedevighy
search query. A super-peer, however, can become a bottlémec
its clients: it handles incoming and outgoing queries orir the-
half, which requires maintenance of an accurate descnitfcll
clients.

Under the assumption that all peers are contributing to tie-c
munity, [13] gives advice for building efficient super-peetworks.
An open problem here is the choice of a super-peer when a naw pe
joins the network. A super-peer can accept or decline a gmnest
from a new peer. In [5], the design of the network correspdods
ontologies. The idea is to cluster peers falling in the saate-c
gory so as to make search more efficient in a semantic pgezdn-
network. As a result, super-peers will have similar cliefisr ex-
ample, it is possible to create a community of super-peestingp
computer science related information. Each super-peéd coure-
spond to an area of computer science, say language, ogesgtn
tem, artificial intelligence (Al), etc. and the peers of thpar-peer
corresponding to Al could host information about agentsnping,
Bayesian inference, etc. Depending on the need or the kdgele
of the new peer, a similarity measure or the use of an ontology
can dictate which super-peer the new peer should register [&i
prescribes a structured network organization such as artyipe
that determines the topology of client peers under a super-p
However, the problem of network organization becomes ehgH
ing and difficult to design a-priori if we consider unstruetd P2P
networks. Hence, we are interested in studying decisiontioims
that super-peers and peers can use to mutually select dertaod
the effects of such decision functions on peer cluster caitipa.

Consider the case where a super-peer can answer a query from
one of its clients by using its other clients. There may noabg
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need to send a query to other super-peers. Hence, in adttitiat
having to coordinate search with other super-peers, airsgver
query by another peer in the cluster decreases the traffiecket
super-peers. This phenomenon can be highlighted by conside
ing super-peer networks where each cluster is quasi-g#itient:

peer searches for the resources within its supervised pedrse-
sponds to the super-peer that initiated the query at ther-gagms
level if the resource is found. The super-peer that initiattee
super-peer level query then forwards the resource-fousloree
to the peer under it that originated the query. In [5], theestpeer

each query being almost always answered by peers from the sam framework has been implemented within a structured P2Parktw

cluster. The research question is how to form clusters eftdito
significantly decrease the traffic between clusters. Shawslaper-
peer seek heterogeneity of interest and capabilities qfeess, or
should it attempt to build a community of peers having simiia
terests and capabilities.

In this paper, we want to dynamically build the network ofetp
peers from a fully distributed network. We want to ensure tha

DHT-based algorithms are used to determine the networkl-topo
ogy and resource placement within the network. Databasentzh
based techniques are also used to organize the contentfer dif
ent peers. In [3], a protocol for dynamically updating thpdiogy

of a super-peer network is described. Super-peers exchraaze
information about peers with each other to reconfigure tieror
and achieve load balancing. In contrast to these researchaper

peers are contributing to the community. To this end, we use a describes mechanisms that can be used by peers and super-pee

reciprocity based mechanism to promote collaboration éetvthe
super-peers. We use a cost function to capture the prefemc
intra-cluster data transfer over inter-cluster data fem3dVe con-
sider that peers are defined both by their interests, whielused
to generate queries, and their knowledge or competenbiasate
used to answer queries. We believe that in the real worldwkno
edge and competencies are often aligned: interest in actUbgels
to an increase knowledge in that topic. In such situatioegrp
with similar interests should be able to sustain self-sigificcom-
munities, needing the help of other clusters only rarely. tm
other hand, if interest and knowledge are not aligned, ithinigpe
preferable to create heterogeneous groups where peersdave

plementary knowledge and interests. We want to study how the

joining decisions affects cluster compositions and thel tobst of
answering queries. In particular, we consider both envirents
where agents have similar interest and knowledge, and amvir
ments where interest and knowledge are not correlated.

2. RELATED WORK

for mutual selection within an unstructured P2P network.

3. SUPER-PEER NETWORK MODEL

In this section, we describe our model of the peer-to-pestesy
and the query protocol. We assume a fully connected netwbrk o
super-peers, which allows a super-peer to be contactettlgiriee.,

a query can be targeted to a precise set of peers. Each segrer-p
manages a cluster of client peers.

Each peer is defined by its interests and its competence in pro
viding information to other peers. The interests are usegterate
queries, and the competencies are used to answer queriasillWe
investigate two kinds of environments: one where compétenc
and interests are the same, the other where they are nolated.e
Each resource is indexed by a set of interests or keywordpeerd
can query for a resource based on its associated intere$htaat
ests are represented as words (character strings). We bateau
hash function to map the different interests to a naturalbremmn
the rangeS = [0..dim|. Every peer uses the same hash function to
ensure uniformity in the interpretation of interests asrtige net-

P2P systems have become an area of active research andgdevelo work. This allows us to model the competence and interest on a

ment because of the popularity of online resource sharingces

one-dimensional line. The interests of a peer are repreddnt a

such as Freenet [1], Gnutella [2], Napster [4] and SETI@home probability distribution functiorZ overS. Peaks orf represents
[9]. Resource management in P2P networks has been an importhe main interests of a peer. The competence of the peer s rep

tant and challenging issue for researchers. The most contenbn
niques for P2P resource management include structured &2P n
works that employ distributed hash tables (DHT). In DHTSs, re
sources are strategically placed on nodes to improve reseumil-
ability and enable rapid lookup [7, 10, 14]. In DHTs each nadd
resource is associated with a key computed from a hash &umcti
A mathematical function [6, 11] is then used to strategjcplace
resources in different nodes to preserve the network toycémd
balance the network load throughout the system. Howevell DH
require additional overhead in the form of updates to lo@ahh
tables within a node when nodes and resources join or leave th
network, and, forwarding the updates to neighboring nodes.

resented by a functiod which, given a poing in S, output the
probability S (¢) of answering a query for that input. We have cho-
sen this approach to produce a static description of thespiet¢er-
ests and capabilities that facilitates analysis and expariation.
This would not be possible if peer capabilities were reprasgfor
example by a dynamic database of resources.

A super-peer has the responsibility to handle queries frism i
clients and other super-peers. It maintains a balance pf dadr
the past interactions with other super-peers, and withiits geers.
Each time a peer answers a query from another peer, it incurs a
cost proportional to the amount of data transferred. Werasshat
transfer of data within a cluster is cheaper than transfgrdata

Yet another mechanism for P2P resource management is superbetween cluster. In order to promote contribution of otheryes-

peer networks [12, 13] that uses a tiered network structitréman
unstructured P2P network. In a super-peer network, somesact
as super-peers or managers that supervise and coordipaipeh
ation of several peers or clients under them. Super-pedrgaima
meta-information about peers supervised by them. A super-p
can interact with the peers its supervises and with othezrspigers
to route search queries and implement load balancing &hgosi
In super-peer networks, a peer wishing to search for a resour
contacts the super-peer supervising it with the searchestqifhe
super-peer first searches for the resource within otheisgrer-
vised by itself. If the resource is not found within its supsed
peers, the super-peer directs the search query to othergepss.
Each super-peer that receives a search request from aisotber

peers, the balance of cost is used in a probability-basetiamém

to make the decision [8] of answering or not answering qserie
from other super-peers. A super-peer wants to minimize ts¢ c
incurred by its own clients by promoting intra-cluster commita-
tion. If a super-peer or one of its peers does not collabarafte
ciently, the super-peer can decide to block their futureigeauntil
the balance improves.

We address the dynamic formation and update of peer clusters
evaluating alternative joining decision mechanisms thatfanc-
tion of the interest and competence of the new peer and teérexi
clusters. We require a new peer to reveal an estimate oftés-in
ests and competencies. Because of the trust mechanismyues b
super-peer to track its actual performance, there is aadistive to
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misrepresenting one’s competence or interest. Though sweres
that peers can generate their competence and interest,veeto
note that this may not be a simple task. In addition, we assume
that the super-peer is also a peer, and it can ask as well agans
queries.

3.1 Cost and Reciprocity Framework

The cost metric is a function of the volume of data transfirre
and whether the communication is intra or inter clusters. s
two rates: ¢; for intra-cluster communication aned, for inter-
cluster communication. The difference in cost models ackear
cost incurred by the super-peer when it needs to deal withttrer
super-peers.

Each super-peer records the past interactions of help Wwith t
other super-peers. For a super-pgex super-peef maintains:

e creditc(, j), i.e., cost of the help received byfrom s.
e debitd(s, j), i.e., cost of the help provided bjyto i.
e balanceb(i, j) = d(i,5) — (3, 5)

To determine whether to answer a queffyom super-peet, super-
peer; peer first obtain the cost, of answeringg using its knowl-
edge about the capabilities of its client peers. It thenutates the
probability of responding to the query as

1

cq—b(id)—cq ’
cq=bl)=co

P(i,j,q) =
1+e

wherecy is the initial inclination to help ane controls the shape
of the probability function. The super-peer will samplestprob-
ability to decide whether to help or not the other peer.clfis
large, the super peer is more inclined to help other superspén
Figure 1(a) and 1(b), we present the probability to answareayq
with respect to its cost. In Figure 1(a), we study the effdctq
on the probability function. The higher the cost, the lekslii it
is to provide an answer. In addition, the higher the value,pthe
more likely it is to answer a query. In Figure 1(b) we vary thée
of 7 for a fixed value ofcy: large value ofr make the probability
function to answer a query quasi-linear in the cost, wherllsrah
ues ofr gives a logistic shape to the function: high probability of
answering a query for low cost, low probability for high cost

3.2 Query generation and Response Protocol

The following describes the different aspects of the queneg
ation and response process:

Query generation: A query corresponds to one poipin S, the
interest space. A peer generates a query by sampling italpilitjp
distributionZ. The message containing the query also contains the
address of the requesting peer and its super-peer.

Query-answering capability: The client has an answer
with a probabilityC(q), and do not have an answer with proba-
bility 1 — C(q).

Replying to a query ¢: A super-peer answers a query by send-
ing a message;, containing its address, the address of one of its
clients,a, that will answerg, and the associated cost. The clients
are then responsible for opening a connection between tleess
and transfer the data.

Protocol: The protocol for the interaction of the source of a
query and the responder is as follows:
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Figure 1: Influence of ¢y and 7 on the probability to help.

1. an initiator peerP, generates a query and sends it to its
super-peeSP(P,).

2. SP(P,) checks its database to find if one of its clients can
answerg. We consider that a super-peer has accurate knowl-
edge of the capabilities of its client peers. In our modes th
is implemented bys P(P,) sampling the probabilitg; (¢) to
determine whether the pegécan answer the quekyor not.

If one of the clients unde$ P(P,) can answer the query, the
query is forwarded to that client. If more than one client can
answerq, the super-peer chooses the one with the highest
balance (download minus upload volume). This allows the
super-peer to distribute the load of query answering betwee
its client peers and maintain the satisfaction level of peer

3. If the clients ofSP(P,) cannot answer the querg.P(F;)
broadcasts the query to other super-peers. When another
super-peetS P, receives a query frony P(P,) it performs
the following steps:

(a) SP, determine whether one of its client peers can an-



swer the query. Again, this is implemented by sam-
pling the probabilityC;(q) for each of its peeg. If
some peers can answer the quefy, picks the peer
P, with the highest balance as described above. If no
client can answer the query, théiP, cannot answer
the query.

(b) If some client can respond to the quefy’, uses the

reciprocity framework (Section 3.1) to decide whether

or not to provide the answer.

(©
(d)

If SP, decides not to answer, an empty message is sent.

If SP, decides to help, it forwards the query &,

and sends a reply, to SP(P,). The reply message
contains the address of the peer that will answer the
query and the associated cost. At this tilfd2, may

or may not use this answer, heng€®, does not update
its balance of yet at this time, it will wait a notification
that its peer has provided an answer (see step 4)

SP(P,) gets all the reply messages,, from all the super-

peers. It chooses to use the answer provided by the super-

peer S P, with the highest balance, i.e., it picks the super-
peers that owes the mosf.P(P,) updates its balance with
S P, and forwards the reply messageRg.

. WhenP, receives the reply, it directly contacts the answering
peerP, and transfers the data. At the end of the trandfer,
notifies its super-peer about the transaction so $tfaf can
update its balance witH P(F,).

3.3 Mechanisms for cluster formation

peer. The smaller the distance, the better the offer madetpder.
Competence diversity: With this metric, a super-peer seeks to
form a heterogeneous group able to answer the most divarge ra
of queries. For example, a peer who does not bring any new ex-
pertise to a cluster is of little interest. The super-peanpates

the probability of answering a query about each domaifi in the
absence or presence of the requesting peer. The differsribe i
measure of the impact of the peer on the group. The “usefsilnes
metric sent to the requesting peer is:

dim

(e —a),

j=1

1
 dim

where dim is the dimension ofS, c¢; (respcj*) is the aggregate
probability of the cluster (resp the cluster and the peegrewer

a query about thg*™ domain inS ( we assume a uniform distri-
bution of queries ovef). A super-peer seeks peers with higtler
value. The peer chooses the super-peer with the lafgest
Competence and interest complementarity:By using this met-
ric, a super-peer seeks peers that can answer queries feooarth
rent cluster and vice versa. When this metric is used, peels a
super-peers use a two-step interaction protocol: the sugarwill
first evaluate the ability of the peer to answer queries fioarius-
ter's member. If this likelihood is above a threshold, thpestpeer
will send the likelihood for cluster's members to answer argu
from the new peer. We now present more details of this process
First the peer sends its competence vector so that the peper-
can estimate the potential of this peer to answer a quergdsky
current cluster members. The super-peer invites a peeribitly
can bring sufficient new expertise to the cluster. If the piulity

We assume the existence of a network of super-peers. The peeCf answering queries from its cluster exceeds a fixed thtdsho

nodes enter the system one at a time and are assigned to one o

the super-peers by the process described below. Once edsign
peer-node does not change its super-peer.

3.3.1 Random peer assignment

e super-peer responds favorably to the peer. The peéesédpl
interested super-peers and sends them its interest v&bmsuper-
peers return the probability of the cluster to answer a qissyed
by the new peer. The entering peer chooses the super-péetheit
highest likelihood of answering its query. Letlenote the interest

As a baseline scheme for comparison we consider a random as.Probability distribution and let denote a competence vector. The

signment of new peers to any of the super-peers.

3.3.2 Negotiated peer assignment

We consider three negotiated mechanisms. In each of theke me
ods new peers negotiate with existing super-peers and Ssara
ment is made by mutual selection.

When a peer seeks to join a cluster, it sends its capabildyiran
terest information to all super-peers. The super-peeisats the
“usefulness” of having this new peer in their cluster andyregth
the estimate. The peer greedily chooses to join the supzrtpat
provided the best estimate. To measure this “usefulness’tom-
sider three metrics:

Competence alignment:By using this metric, a super-peer seeks
peers that have similar competence, which improves theapibb
ity of answering queries on particular topics. The sup@rpeilds
the aggregate competence vector of its cluster of client peges
where the aggregate competence of a cluster for a given damai
the probability that at least one peer answers the querysi@en
that a super-peer hasclient peers, and let; ; denote the proba-
bility of the i** peer to answer a query for th&* domain in the
competence space The probability for at least one peer to answer
the query is

c;=1-— H?:l(l - Ci,j),j € [ldzm]

The metric returned is the Euclidean distance between theeag
gate competence of the cluster and the competence of thengnte

probability that a peer or cluster with a competerasan answer
- : d

a query from a peer or cluster of intergsis  ;_, gici. In a nut-

shell, the super-peer accepts beneficial peers, and thgppeethe

most promising super-peer, i.e. one that is most likely te &b

answer its queries.

4. EXPERIMENTAL RESULTS

To evaluate the relative effectiveness of above mentiohexiar
formation mechanisms, we simulated different environmlecn-
figurations. We generated the interest and the competentte of
peers assuming the existence of a preponderant domain of com
petence and a preponderant domain of interest, which nedskno
identical. When they are identical , i.e., competence ataiést are
aligned, we have peers knowledgeable about a particular oyl
wanting to know more about that topic. When the preponderant
topics are different, i.e., competence and interest areligried,
we have peers that have knowledge in a domain and wanting to
learn about a different domain. In Figure 2, we present acalpi
competence vector of a peer. The algorithm for generatingna c
petence vector for a peer is presented in Algorithm 1. Therdst
vector is generated in a similar way, and is normalized tot e
requirements of a probability distribution. We have expented
with two types of peers: when interest and competence ayeei
and when they are not correlated. In all experiments we ertbat
the preponderant competence and interest are drawn front a un
form distribution.
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Figure 2: Example of the competence vector of one peer.

Algorithm 1 Form competence vectorfor peerp.
Dhigh, Plow andv are given
for i = 1tod do
€ «— normal(0,1)
if main interest op is i then
Ci <~ Phigh + ev
else
Ci < Plow T €V

4.1 Settings

The results presented in this section are averaged oveff2é di
ent assignments of the peers to the clusters (the orderrofiint-
tion of the peers is different). For each assignment, weharsim-
ulation 5 times, varying the order of the peers asking gsef@ch
simulation consists of generating 10,000 queries. For gaeiny,

a peer is chosen randomly, and its interest distributiomisped
to generate the query type. There is a fixed number of suggspe

cluster’s peers have the same main expertise, the praiyadtiln-
swering other types of queries also increases, which magié&andl”
the assignment of some peers entering later. These peeses iteu
performance to drop, i.e. the cost to increase; since theymqfe
these late entering peers is less likely to be answered bygltise
ter's member. Surprisingly, promoting the diversity of quetence
in the cluster performs better than random assignment. Saefl
a diversity based mechanism should be costly since it ikeiglto
have two peers with the same interest/competence coeaxistthe
same cluster. The relative better performance comparezhttom
is due to the existence of few larger clusters that are mgrelda
of being self-sufficient.

2.4
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Figure 3: Influence of the cost ratio between inter and intra
cluster communication on average cost of answering a query
with different cluster formation mechanisms.

4.3 Influence of the number of peers

For the rest of the study, we fixed the ratio of the cost of inter
and intra-cluster communication 05 where the cost to commu-

one for each domain, and the number of peers varies between 20nicate one answer within a cluster is setlt6. In the next set of

and 300.

4.2 Influence of the cost difference between

intra and inter cluster communication

We study first the influence of the cost difference betweemint
and inter cluster communication on the environment wheterést
and competence are aligned. For these experiments, tipeaeity
framework is initialized withr = 1 andco = cinter, i.€. initially,
the super-peer is inclined to answer one query issued frathan
super-peer with a probability 6f5. In Figure 3, we present results
from experiments with a system of 500 peers, 50 super-pegrs a
50 different domains. The cost for communication withingheup
is fixed to 1.0 per query.

Since for a given peer, the preponderant competence amdshte
domains are the same, the optimal assignment occurs whes pee
with the same preponderant domain are grouped in the samse clu
ter. They are likely to answer most queries of other membieitseo
cluster, thus minimizing total cost of answering queriesqiest-
ing the help of peers from other clusters is needed when g dgier
outside the preponderant domain, which is much less freqllen
der these conditions, the join function promoting completagty
between peers and the join method based on the alignmeng of th
competence produce best performance. We noticed that agzthe
of a cluster increases, the cost increases slightly. Evail the

experiments, we fixed the dimension of the interest spacetand
number of super-peers to 10. We study the influence of the num-
ber of peers in the system both in environment where competen
and interest are aligned and when these are not correlatedir€
metric is the average cost of a query. Ifitis 1.0, all the qpseare
answered within the cluster. The second metric is the peagerof
queries answered (see Section 3.2). A query may not be asgwer
for multiple reasons. First, when a peeanswers a query about
domaini € S, the distributionC(s) is sampled. Even if is the
domain of expertise a#, it may not get the answer and no one else
may be able to answer. In addition, a peer might be capable-of a
swering the query, but the super-peer may block the quergusec
the requesting peer has a low balance.

The results when the competence and interest of a peer gnedli
are presented in Figure 4. The complement-based and timeradig-
based join functions produce clusters of peers with sireiaertise
and are performing the best in this environment (the coomrding
curves are overlapping). As peers generate queries inahesrof
interest, other peers in the same group can answer thesiesjuer
with a high probability and hence they do not require helprfro
other super-peers, keeping the cost low. For a small number o
peers in the system, the join function based on diversitgifopm-
ing worse than random assignment. This is because all ths pee
in the cluster have different competence/interest, any tfaee a
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small probability of answering queries from the other pedrhe member of the same cluster, which is the key requirement here
cluster. When the number of peers is high, each group cantain  From the above scenarios, the main conclusion to be drawn is
sufficient number of experts of each type in each cluster swan that the join method based on complementarity is perfornaiag
queries issued by any peer and hence the performance oérslust well as any other selection method over all scenarios. Tleisha-
generated by all mechanisms become equivalent. This isrshow nism appears robust to scale and to competency-intergsinadint
both by an increase in the success rate of answering quertea a  of peers. The inherent reciprocal benefit consideratioretiyitig
corresponding decrease in the cost per query. this cluster formation scheme enables such clusters torgelya
"self-sufficient” in most environments, thus increasingeguan-
swering rate and reducing the cost for answering queries.
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Figure 4: Influence of the number of peers when interest and
competence are aligned.
Figure 5: Influence in the number of peers when interest and

When the preponderant competence and interest of a peer aréompetence are not aligned.
not correlated, the join function based on complementasittill
performing much better with a small number of peers in the sys
tem (see Figure 5). The first significant difference with thevp 5. CONCLUSIONS

ous scenario is that the alignment-based join method i®peifig We have investigated the effects of different join-degisiionctions
much poorer: as peers with the same main expertise do nasnece on the performance of super-peer networks. Super-peersare
sarily have the same main interest, a cluster made of peéngivei sponsible to find other peers which can provide an answer to a
same main expertise will require the help from many othestels. query, either by using peers from its pool of clients, or by re
The second main difference is that the diversity-basedfijointion questing help from other super-peers. Super-peers us@aaaty
takes less number of peers in the system to perform as weflyas a mechanism to ensure that there are no free-riders in therayst
other scheme. The promotion of diversity in the cluster fation Each super-peer also ensures that all its client peers atglrd-
increases the probability of answering any kind of querytyther ing by enforcing load balancing within its cluster of cligxgers.

614



We use a probability function to model the competence anl-pro
ability distributions to model the interest of a peer. Untiease
conditions, we found out that forming peers based on comghem
tarity between a new peer and a cluster reduces cost of angwer
and increases success. However, this join method, unliketti
ers, is a two-step process. Looking for diversity to form asel
ter can also be beneficial when there is no correlation betles
competence and the interest of a peer. However, when ihgmds
query is aligned, alignment of competence in a cluster ifepable
to competence diversity. As the number of peers in eacheslurst
creases, however, the performance difference betweeriftbedt
cluster formation mechanisms monotonically decreases.

We plan to study the effect of the relative ratio of the number
of super-peers to the number of capability and intereststyda
this paper, agents do not change clusters; we plan to igegsti
dynamic cluster dissolution and reorganization schemewmther
limitation in the current work is the static interest and alaifity
vectors for peers. We believe that in a number of domains t@th
pabilities and interests of peers can vary over time. Thaadysm
presents a significant challenge to developing adaptiverseh that
will continue to maintain the performance of peer clustve.will
investigate predictive cluster selection schemes to addtes crit-
ical issue.
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