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ABSTRACT

We are interested in designing strategies by which a sepvimader
can effectively compete to maximize its clientele when trstrid
bution of a fixed client base over the providers is propoeten
to provider performance. We assume that service providans c
receive and provide assistance to other service provideeffec-
tively serve their customers and thereby improve perfocaakiVe
identify situations where effective cooperation can beietih par-
ties in the long run. We prescribe trust models that can bd use
to leverage such mutually beneficial relationships to fotable
coalitions. Additionally, we derive conditions under wiiexist-

ing agent coalitions should welcome new agents. We study the
recently proposed Agent Reputation and Trust (ART) Testsed
model for situating our discussions. These provides a deréfit:

(i) we can discuss our strategies in more concrete termsnatitle
specific context of the ART testbed, and (ii) we identify feas

of the ART testbed which are not conducive to fostering teunst
suggest modifications to address those limitations.

Categories and Subject Descriptors

1.2.11 [Artificial Intelligence ]: Distributed Atrtificial Intelligence—
Multiagent systems

General Terms
Algorithms

Keywords

ART, trust, reputation, coalition formation

1. INTRODUCTION

We believe that future online environments will situateeltit
gent agents in dynamic, open environments posing both appor
nities for collaboration with cooperative agents and dasi@e@m
malicious or exploitative agents. Mirroring interactianshuman
societies, such agent communities will need to utilize detar
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of rich interaction models and decision mechanisms thatlleaa
gamut of social scenarios. For example, while economic aech
nisms like auctions would be appropriate for one-time at&ons
between self-interested parties, a negotiating agentldhmefer
argumentation-based negotiation when it can influence &ué d
sions of its opponents by providing justification or expléora for
its position. Agents interacting for extended periods camtly ex-
plore alternate behaviors and learn coordinated polietes We are
particularly interested in studying mechanisms that candeel by
agents in stable communities to leverage complementagbdap
ties. Such capabilities may be in the form of resources, kedge,
or expertise. If we look at corresponding equivalents dflstaom-
munities in human societies, e.g., neighbors, friend efrcinem-
bers of a local, special interest club, etc. we find that theiicant
majority of interactions and exchanges are based on mexhani
which cannot be modeled by standard currency-based economi
mechanisms. Rather, trust and reputation based exchaages se
be the dominant decision-making paradigm that sustaies@fe
collaborative relationships in stable human groups. Adgbirust-
based interaction involves at least one party taking a eisk, pro-
viding help, and at least one party benefiting from the irtiéoa,
e.g., receiving help. To mitigate the possible loss fromiviidial
risks, e.g., when interacting with exploitative agentss itecessary
that the longevity of the agent and the group be sufficienttoup
short term losses from long-term gains via interacting wahper-
ative agents in the society. For an agent community to befnefit
complementary expertise, at least two conditions must tisfisal:

1. The environment presents sufficient cooperation oppbrtu
ties. Such opportunities may include situations where one
agent helps another one for a net utility gain (the cost of the
helping agent is less than the savings of the helped agent) as
well as situations that reward collaboration (where the cos
of the collaborative effort of multiple agents in completin
a task is less than the sum of the costs of agents working
individually to complete the same task).

. Agents possess and utilize modeling, adaptation, astnea
ing methods that differentiate trustworthy collaboratoosn
malicious or exploitative ones. Accurate identificatiorthof
cooperative nature of population member will then enable
self-interested agents to nurture mutually beneficiatiaia
ships and avoid unrewarding ones.

We have been interested in studying environments and mecha-
nisms that promote trusted interactions between selfésted agents.
Most of our work in this area has assumed the presence of coope
ation opportunities in the environment, and has thereforeen-
trated on identifying and evaluating computational megras to



leverage cooperation opportunities between self-intedesgents [1,
4,8,12,14, 13, 15, 16].

2. RELATED WORK
The Agent Reputation and Trust (ART) testbed [5] proposes a

Our purpose in this paper is to analyze a representative envi competition specification in an artwork appraisal domaihere

ronment to clearly delineate cooperation opportunities predict
stable coalitions that will develop in such environmentse 8-
alyze a recently proposed competition testbed, ART, whichni
international collaboration with the goal of providing anmmon
platform to evaluate, compare, and contrast alternativepca-
tional trust mechanisms [5]. We value the role of a commotiézbs
in promoting comparative research in a field with a highlyedse
set of research issues. Even though a single testbed capret r
sent or evaluate all the different aspects of trust or theraution
modalities it relies on, we believe that the grounding paed by a
well-specified testbed environment with clearly defined anti-
ased evaluation criteria can help highlight the relativeitaecosts,
and scopes of different trust development and utilizatzremes.

Our purpose in analyzing the ART testbed is to identify the co

operation possibilities present in the specified enviramme/Ne
want to clearly identify the nature and extent of cooperapos-
sibilities existing in the framework as well as specify whatels
or frequencies of collaboration it facilitates. In the pgss we also
hoped for recognizing features, constraints, and memitiss ART
testbed specification that can be tuned or changed to fuither
crease cooperation possibilities. Our basic premise tSftART is
to be used as a representative testbed for evaluating atftertrust
frameworks, it should be designed to not only enable anda@tipp
trusted behavior but also recognize and reward mutual catipe
between individuals and groups. The ART framework is descti
briefly in a following section. We will study in this paper a mo
generic framework, of which ART is a specific instance.

The model we consider involve service providers servingagr
of clients. Clients pick service providers proportionatétteir past
performance. Each service provider is an agent who is arrieixpe
a specific task type in which its performance is significabyter
than in other task types. An agent incurs a cost for doinglatiat

agents evaluate paintings for clients. In order to perfoettel and
produce accurate appraisals, an agent may gather opinioms f
other agents in the system. In a run, an appraiser (agenty has
set of clients, and each client will pay a fix amoyhto obtain
an appraisal for one painting. Each painting is classifiedria
of the finite set of eras (e.g. French Renaissance), andispma
have varying levels of expertise in each era. For a giventhes,
expertise of an agent is modeled by an error distributionthén
ART testbed, the error between the agent’s appraisal antfube
value of the painting follows a normal distribution of measra
and of standard deviationgiven by

sz(s*—&—g)t
Cg

e s™ defines the intrinsic precision, or systematic error, of the
agent for a specific era. For each era, the associgtés
drawn from a uniform distribution, common to all agents.
The smallers™, the more qualified in the era.

where

e tisthe true value of the painting to be appraised. Its presenc
on thes enables to scale the error with the true price.

e « is a fix parameter shared by all agents. This parameter
allows tuning the cost of generating an opinion with the ac-
curacy of the opinion.

e andc, is the cost that an agent will charge to provide an
opinion. The largetg, the smaller the error.

An agent can ask other agents an appraisal for a painting, and

receives a compensatory payment from the customer whonassig also the reputation of other agents. To improve accuracysof i

it. A service provider can seek input from another serviaigler
for an assigned task or can ask the other service providearty c

appraisal, an agent can seek opinions (i.e. appraisals) dtber
agents. For each opinion requested, it incurs a cos}.oBefore

out the task on its behalf in return for a payment which is much purchasing the opinion from another agent, an agent cantbeek

smaller than the payment it receives from the client. An ages
only indirect knowledge of the expertise level of anothezragand
uses a trust metric to model this. Such models can also be base
reputation, i.e., while forming a trust estimate of agenary,agent
X can combine its own trust value for Y with the trust valuestth
other agents report for Y. Such reputation-based trust mads

be used by an agent to decide which other agent to ask for help

with a task type in which it is not an expert. The goal for anrage
is to maximize its utility. Utility can be increased by garing
more customers, which can be done by improving performafice.
service provider must form trusted relationships with othgents
with complementary expertise to perform well over all tagbets.
Thus, trust becomes a key ingredient in decision-makingliing
who to give and ask for help.

The paper has three distinct components: (i) we identifyntne
ture and extent of cooperation possibilities in the ART feswark
and suggest modifications to the framework that will fostested
cooperation, (ii) we present analytical derivation andezipental
analysis of possible steady-state stable cooperativepgrgs under
alternate client allocation schemes and ranges of systeameter
values, and (iii) we recommend trust-based interactioatesgies
that can monitor for deviation from cooperative behaviarstsup-
pressing exploitative tendencies in the population.

reputation of an agent from other agents with an associaistio¢
c¢r. The following holds true:

e L ep L f,

where f is the fixed fee paid by the clients for each appraisal re-
quest. These inequalities ensure that an agent can affqoeyto
the opinions from other agents, and that it is affordablestothe
reputation of an agent.

The total number of clients remains fixed throughout the game
Initially, the clients are evenly distributed among appeas. The
appraisers whose final appraisals are most accurate aredesiva
with a larger share of the client base in the following tinegstTo
compute the number of clients for the next timestep, thefahg
quantity are computed:

the average relative error ¢, for an appraiset; is

[pZ —tel
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whereC, is the set ofs’s clients in the current timestep, and
M is the error in evaluating a query from its client

(p: is the appraisal of the agent for clienandt. is the true
valuation of the painting).

€q =



the relative non-error for an agent: is

€a

0 =1—
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The client sizer;“" of agenta for the next timestep is given by

da
o = C|, and 2
i (5 ) 1o @
re® «— q.rq + (1 — q).7%. 3)

whereC is the total number of clients in the systerq,is the cur-
rent number ofi’s clients and; represents wolatility factor, which

reflects the influence of current client size,| on the client size in
the next run.

The idea of coalition formation has been investigated by the
game theory community. Self interested agents form a ¢malit
when the utility obtained in a coalition is higher than thiitytob-
tained when they are working alone. In this paper, we focusiog
term coalition as in [19], but we are only concerned with thep-
tial increase of utility, which justifies the formation oftleoalition,
due to the presence in a coalition. We are not concerned tth t
distribution of the utility to the agents [3, 10] or the fortiza pro-
cess [9, 17, 19].

3. TRUST ANALYSIS

Thus we work with a scenario more conducive to group forma-
tion. Our next goal is to identify when agents can benefit loynfo
ing coalitions, and the performance gains compared to efiog|
agents.

3.1 Trust Opportunities

In order to improve its utility, an agent needs to increaseum-
ber of clients (with our simplifying assumption, there is cast).
Because the total number of client is fixed, increase a eieme-
quires improving its relative accuracy. Since an agent iexgert
in only one of the many task types, it has to rely on other agent
for task types in which it is not expert. Therefore, an agexst the
incentive to build long-term, trusted relationship of maltaoop-
eration with agents of complementary expertise. Agents foha
stable groups with agents of complementary expertise eandig-
nificantly improve performance and thereby their utilitg, their
client base increases proportionately. The grand coalfifoduces
the most accurate appraisals, but the agents’ utility isémee as if
they all work on their own. Some beneficial coalitions liesi@en
these two extremes.

3.1.1 Analytical Treatment

We now analyze how much an agent can benefit if another agent
joins its group or coalition. We use the phrase “rewardirfiesee”
in our discussion to refer to the client share allocatiorigyolor
the next round used in ART. For the purpose of our discussion,
performance of an agent is measured by its number of clients.

We study the ART testbed and analyze the potential existence ™y, assume that the accuracy of an appraisal is not signifjcant

of cooperative groups or coalitions of self interested &geby
forming a coalition, agents may increase their privatetutilTo
aid analysis, we make certain simplifications, e.g., assxtreme
values of some parameters in the ART framework, while always
clarifying the reason and the implications of these sinyaifions.

e An appraiser agent (agent from here on) is an expert in only

one era (task type from here on). We consider also ¢hat
can take two values only} or s;;. For only one task type,
s* = s; is a low value, and for all other task types = s},

is a higher value. By making this simplification we create the

need for cooperation between appraisers as no appraiser ca

perform well, by itself, on multiple task types.

e There is no cost in seeking reputation information abougioth
agents in a group, i.ec, = 0, which enables free flow of
reputation information to facilitate the identification thfe
expertise of other assessors.

e The cost of seeking opinion from another agept,balances

out when the agents in a group consult each other. This hap-

improved by consulting more than one expert in that tasktype
This means that initially, experts of complementary experill

try to form coalitions. LetA be the set of all agentds be the set
of task typesk be the number of task types & |K), e(a) be the
expertise of agent € A, and E¢ represents the set of expertise
already represented in grodp, i.e., Eq¢ = Uaece(a). GroupG
prefers to welcome an agenbver another agent, iff, e(z) ¢ Eg
ande(y) € E¢. Only when a group does not contain experts of all
task types will other agents be considered for inclusiohégroup
(since the domain of the paintings are uniformally distidol) there

r{s little incentive to specialize in a set of domains, and wsuame

that all expertise is needed).

For a painting in a given domain, each agenGimwill produce
an opinion: experts in the domain will perform at the expevel
and non-expert will perform at non-expert. The averager@fran
agent who is part of grou@ that does not have experts for all task
types (G| < k) is:

_ selGl + sn(k —|G])
E‘G‘ = L .

pens when there are reciprocal exchanges and allows us toRecall thats¢ is thes™ value for an expert agent, as{ is thes*

ignore the opinion cost while deciding whether or not to ask
for help.

e « is very close to zero, and hence the error approximately
is given ass™t. This simplification enables us to make an
analytical analysis.

e A group of agents is fully cooperative: agents help when

asked, and agents are not deceptive. For example, an asses-

sor will report its honest assessment of a painting when its
opinion is sought by another assessor.

value for a non-expert agent.

Let us take a concrete scenario to illustrate the performarfic
coalitions of experts. Lgt4| = 10, k = 6, s; = 0.01, s;, = 0.9.
Then the average errors for a group of 2 agentsdi.pand a group
of 1 agent (non-cooperating agest) are:

001%24090%4 090+4
= 2 R s
6

and,

€2

6
_0.01%140.90 %5 . 0.90 %5

€E=—"""""F €~ .

6 6
Thus the average error rate of the non-cooperating agerd%s 2

For the singleton agents, i.e., agents who do not work in a More than that of an agent who is part of a group of 2 experts.

group, we assume they work on their own and do not seek while this is possible in practice, the corresponding dakions
opinion from other (even singleton) agents. are more complex and will be taken up in the future.




We now consider a situation where there is only one coalition
formed by two agents, all remaining agents are working oir the
own. We want to find out the effect of the different error onahe-
cation of clients in future timesteps. To derive the perfance we
first calculate the relative non-errors in the ART framewfm
Equation 1 (in a slight notational abuse we usdo refer to the
relative non-error of an agent belonging to group of gjaehich is
somewhat different from the use of the subscript in Equatijon

€2

02 =1-— =1- , and,
Do € 2% €+ 8xes
€1 €1
oh=1-=—=1—-—.
1 Z?:lei 2% €2+ 8 %€

From these values, and using Equation 2 we can see that ¢heir r
ative shares will be in the ratio 44:43 in the steady stateewihe
updates using Equation 3 have converged). Hence, we sea that
20% less error translates into only a 2.3% performance gamgu
the customer share allocation scheme proposed in ART. Ttbalac
situation in the ART testbed experimentation may be evenemor
problematic as 20% error reduction can be achieved in aratbe
alized scenario ignoring costs, etc. and as described ibabm-
ning of this section.

We attribute this apparent problem to the relative nonrezad-
culation scheme used in ART, and more specifically to the aiéno
nator in Equation 1 which depends on the size of the assesper p
ulation. In larger population, the ratio average relatizerewill be
extremely small. More concretely, lef; = Z—; be the relative error
advantage of agents in a group of size 2 over singleton agenés
the relative performances of these agents are given by tioe ra

Al =2+ 2

€21

(JA] = 3)ear + 2’

which is a decreasing function pfl|. This function is represented

in Figure 1. Note that the performance advantage of coalitiem-
bers rapidly vanishes in larger populations in spite of e su-
periority in error rates. The maximum performance advantafca
group member over a non-group member occurs when expeits of a
the task types are represented in the group, and even inabés c
i.e., |G| = 5, the group member has only~a 1% performance

521 = €21

advantage over non-group members when the population Has 10

assessors! Thus coalition members will not perform nobiyelaet-
ter than individual agents, and hence there is no tangilokenitive
for cooperative group formation in a relatively large paigdn of
assessors in the current formulation of the ART testbed.

We now propose an alternate, client share function thatrasva
experts proportionately more as their error rate decreases

_ Ypeatp
€a

da

We call this theproportionatecustomer share allocation scheme.
Note that another advantage of this formulation is thatan now
be interpreted as the probability with which a customer agen
lectsa. Whenex; = 1.2, for example, with this new scheme,
we haveds; = 1.25, i.e. coalition members will receive 25% more
clients in this case which provides significant incentivecimalition
formation. As another example, if the only group in a popatat
of 10 consists of four experts, i.¢G| = 4, then the relative share
of the experts compared to singleton agents is 1.09 usingfie
share allocation scheme and approximately 2.5 using oyogexl
scheme.

By redefining the share allocation function, we have created
more supportive or congenial environment for cooperatidhis

1.2 T T T T T T T T

1.18 r 4
1.16 * b
1.14 » 1
1.12 »'}Group Size 5 1
11 F .‘E_ ]

108 [ %
', Group Size 4
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1.06 |
104 b N 1

1.02 k_Group Size 2~

50 60
# of Agents

Figure 1: Ratio of customer share for each member of a group
of agents to singletons for varying number of assessors andife
ferent group sizes.

suggests a small but far-reaching change in the design &Rie
framework that significantly elevates the cooperation opymities
in the environment. In the following section we run some danu
tions of a local, simplified implementation of the ART franmk?.

3.1.2 Experimental Setup

In the following experiments,A| = 10, |C| = 10,000, k = 5,
ss = 0.01, s;, = 0.9 andqg = 0.1. We simulate group formation
among cooperating agents such that agents with differpetstpf
expertise will form coalitions to improve performance. Vésame
only one coalition in the population (we will later relax shas-
sumption). To compute the assignment of clients in sucee sir-
ations, we sample the error distributiok (0, 0.01) when the agent
is expert,V (0, 0.9) when it is not expert). We increase the number
of cooperating agents (i.e. group size) from 2 to 10 and rioge t
average number of clients assigned to the agents at the eatlof
timestep. We ran our experiment for a fixed number of timestep
and then estimate the average client size for the coopgratid
non-cooperating agents over the total number of runs.

3.1.3 Simulation Results

Figure 2 shows the result when we use ART'’s client share func-
tion. We observe that the number of clients obtained by a@atp
ing agents increases with the group size: experts for additido-
mains enter the group, which helps the group members tossere
the accuracy of their appraisals in any domain. Non-codimgra
agents, as their accuracy is fixed, loose clients in proflh@tbali-
tion of agents. Though the performance difference betweeunpy
and non-group members is noticeable for larger group sihes,
difference is almost negligible for a group size of two. Thiay
be problematic to initiate the coalition formation proce&s noted
above, we may not even realize this performance differemtlee
actual ART testbed when we incorporate the costs of codparat
e.g., seeking reputation, opinion, etc.

We also note that the performance of the coalition stalsilefe
ter experts of all different task types have joined the ¢ioalj and
thereafter starts falling. As only one expert is asked, ngveds do
not add any value to the group, hence, the number of clientaires

the same, and the revenue has to be shared by more agents. The

2The ART testbed is not available for experimentation at tis t
time.
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Figure 2: Group Size Vs # customers of Cooperating and Non-
Cooperating Agents using the customer share scheme of the
ART testbed.
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Figure 3: Group Size Vs # customers of Cooperating and Non-
Cooperating Agents using theproportionate customer share
scheme.

customer share of the non-group members decrease at ardster
Hence there will be an incentive to join well-establishedugs,
i.e., to cooperate with group members to earn their truiterahan
working on one’s own.

We now present the corresponding results when using our pro-
posedproportionatecustomer share allocation function. The re-
sults (presented in Figure 3) show that the cooperatingtaggin
substantially over the non-cooperating ones at all grogessi In
particular, with 2 agents cooperating, the average numiaients
of the cooperating agents reaches around 1200 comparedub ab
950 for non-cooperating agents. Unlike the ART customeresha
allocation, there is now a real incentive for two agents totsa
coalition. When 5 agents cooperate, i.e., when the groupekas
pertise in all the areas, the number of clients goes up to.19&0
emphasize that this substantial gain in clients (and hemcenue)
is a decisive factor in promoting trusted behavior amongagses-
sors.

Similar to the previous case though, the performance ofritneyy
degrades once the group size increases bejond the next sec-
tion, we analyze the question of optimal coalition sizesicrsen-
vironments.

3.2 Coalition Forming Decisions

In the previous section, we discussed the variation in perfo

mance of coalition of different sizes. This leads us to thestjon

of the optimality of a coalition size. The analytical and esximen-
tal results suggest that a group should stop accepting nemtsag
once it contains experts for each domain of expertise. Bgtec
ing, we mean the experts in the group will trust and coopexitte
this new applicant. A basic “admission decision functionelec-
tion function used by a grou@ to admit agent: can be:

Yes
No

if 6GU(L > 5@
otherwise

5.0 = { @
whered¢ is the union of each member’s set of customer. If we
assume that G is the only group in the population, a reasenabl
selection function, as discussed above, is the following:

if e(a) ¢ Eg
otherwise

51(Ga) = { oy

The above reasoning makes the critical assumption thag theuld

be only one group in the population of assessors. In pradime-

ever, an assessor who is not accepted into a group is freeperco

ate with any other non-group member in the population, andde

it can start another group. A better interpretation of Eiquad is

that the group should select an individual if the marginditytof

selecting the individual is positive. In general, the maadiutil-

ity calculation should consider the average number of coste

of the members of7 over all possible groupings of the population

with and without accepting in G. Such a calculation is not only

computationally demanding but may also not be feasiblengikie

knowledge that members of a group possess about other groups
We present a coarse approximation of this marginal utikitga-

lation, which can suffice for a number of common environments

including situations with a relatively small number of ass®s

(more likely in the ART framework). In our approximation sche,

a groupG considers the situation that if rejectedmight initiate

the formation of a new coalitioil composed of experts of distinct

expertise:G assumes that in the worse case, it will compete with

another group and|A| — (|G| + |H|) singletons. Now, we can

present the approximated marginal utility based decisimetion

as

Yes
No

if dGua > 6G,H
otherwise

5:(6,0) = { ©)
wheredc, i is the number of customers of each membeFiwhen
there is another coalition of experts of distinct typés, in the
population.

3.3 Experimental Setup

In our simulation, we create a fixed size coalitiéh a coali-
tion G of varying size, and the rest of the agents work indepen-
dently. We run experiments fod| = 10, k = 5, |[H| = 2 and
|G| € [5...9], whereG contains at most one expert in a given
domain of expertise. We plot the performance of the two gsoup
in Figures 4 and 5 for our proposed customer share function an
the one used in the ART testbed respectively. For each figuee,
add the performance @ when its size i§G| € [2...4]; in this
range,GG always accepts experts of new types, hefcwill form
only after|G| > k.

As we have noted before, performance of member§ gieaks
at|G| = k, i.e., when the group has all the experts. We denote this
group byG™. In Table 1, we present the expected number of clients
of an agent for its different options: joiningz™, staying on its



| Action | Number of clients | 2000 : , , , , , ,

Joins existing group 1630 1000 | ]
Stays alone 50 r(G) 1 group
Forms a group of 2 membells 500 1800 | 1
Forms a group of 3 membels 790 1700 1
Forms a group of 4 membeis 1129 w1600 L i
Forms a group of 5 membeis 1000 3
O 1500 1 $r{&)\2 groups ]
o L
#1400 - I i
Table 1: Relative comparison of the Client counts for a new 1300 | |
member in different scenarios.
1200 1
. . 1100 " 4
own, or forming a new coalitiofi/. The results clearly demonstrate
thata benefits the most by joining™. - 1000 7 3 7 s o . 5 0 10
At this point, when a new member seeks admission in the group, Size of G

the group has to perform the marginal utility calculatiorEofua-
tion 5. At any group sizéG| > |G*|, the group should compare Figure 4: Performance of coalitionG: when G is the only coali-
dcua (corresponding to the curve labeleg gyqpin Figures 4 tion (r 1 group) and when there are two coalitions (r 2 groups)

and 5), i.e., performance of a group|df| + 1 agents, withic s, G and a coalition H of size 2. proportionatecustomer share
i.e., performance when another coalition of two experts et~ SCheme).

with G (corresponds to the curves labeleglg o psin Figures 4

and 5). We first explain the situation in our proposed custome 1120 T T T T T T T
sharing scheme (see Figure 4).

Starting ajG*| = 5, we first observe that, @i rejects the poten-
tial new member and this one forms a new coalition with anothe
agent, the performance 6f drops tor, group§6)3- Then, we ob-
serve thatrq group(6) > 1o group§6)v which means that instead
of letting the newcomer form a new coalition, the coalitiGhis
better off by accepting it, even if it incurs a loss. Similaason-
ing shows that a group of size 6 will also accept a new applican
For a group of size 7, however, accepting a new member is worse 1020
than letting a new coalition of size two form. Under the asgum

1100

T

1080

r(G) 1 group

1060

1040

# of Clients

tion that the largest competitive group that can form is izthe 1000

marginal utility based decision in this case is to reject dpeli-

cant. Hence, under these condition and assumptions, tiraapt 980 : : : : : : :

group size in the population is 7. For a more accurate calcula 2 3 4 ° SizesofG ! 8 ° 10

tion, G should consider all possible competitive group sizes leefor
denying an applicant. We surmise that under these moressxéen  Figure 5: Performance of coalitionG: when G is the only coali-

galculationg eithgr of the fol!owing scenarios will ari.$e) the.en- tion (r 1 group) and when there are two coalitions (r 2 groups)
tire population will form a single group, (b) the entire pégtion G and a coalition H of size 2. proportionatecustomer share
will break up into equal sized groups. In either case, alhtgywill scheme).

receive the same share of the customers.

If we now consider the question of optimal group size for the
customer share allocation scheme in the ART framework, ffagn in the ART testbed, and identified optimal cooperative grsiags
ure 4 and similar reasoning as above we find thiathould never assuming that agents will cooperate in a group to maximiee th
reject any applicant and the optimal group size is 10! Sohéft  average performance of the group members, i.e., group membe

coalition can get started, without much initial incentiitesan grow will readily help other group members. Such a naive assumpti

to encompass the entire population. will be invalidated assuming self-interested agents wdnddnter-
In the above discussion we have assumed that all members aressted in receiving help, i.e., saving cost, but not proyjdielp, i.e.,

truthful and trustworthy. But an agent has the incentiveeteive incurring cost. This is particularly true in the absencerof amni-

help but not help back. In the next section we briefly revievelme  scient arbiter to penalize deviations from cooperativealign. So,
anisms from our prior work which can be adapted to address the the existence of cooperation opportunities can only beezsfally

issue of trust management in the ART framework. utilized if agents use trust-mechanisms that identify aveard co-
operative agents and shun exploitative agents. Such trasage-

3.4 Whom to Trust ment schemes are necessary for agents to perform well in®fe A
So far, in this paper, we have identified cooperation pogssi testbed. We now present a set of criteria that should befisdtisy

3 - ) B an effective trust-management scheme:
Inthese figures, the, groupscurve is offset one position to allow

easy marginal utility based decision makingy,oups(x) = da,# e allow agents to be inclined to help someone who has the po-
where|G| = = — 1 and|H| = 2. This means the, groupgm) tential to provide help,

corresponds to the performance of a member of g@wb size x-1
against a groupg of size 2. e allow comparison between different cooperation costs,



e be able to flexibly adjust inclination to cooperate based on ing its next assigned task without receiving help from ahee.,
current work-load (e.g., more inclined to cooperate whesa le  if Ex(m,o,7) + > v Dm(x)costm(x) > 0, where the sum-
busy, etc.) mation term is the expected cost of agenfor doing a task in the

next time instance. This summation term represents thalibias

or willingness for an agent: to help another agent incurring a

risk of not being reciprocated. As initial probability vekiare all
We present an expected utility based decision mechanism, fr ~ zero, the agent will not help another without this initigh&i

our prior work, that can be used by the agents to decide whethe Inaddition to the above method, a number of other approaches

or not to honor a request for help from another agent [16]. Whe trust-based reasoning that have been proposed by multiagen

requested for help, an agent, using this decision mecharistia tem researchers can also be gainfully applied to evaluatéruist-

mates the utility of agreeing to the request by evaluatisgliance worthiness of other experts in the population [2, 6, 7, 11,218.

of obtaining help from the asking agent in future. An agemt, b  The use of such trust schemes acts as a disincentive to ideviat

ing self-interested, has the objective of earning morengmviy from cooperative behavior and can help sustain effectiveips

receiving help than cost incurred by helping others in timgloun. where the workload is balanced by exchanging help.

When an agent using this strategy decides whether or nobvider

help, it uses a statistical summary of its past interactisitls the 4., CONCLUSION AND FUTURE WORK

requesting agent as a metric for evaluating its expecteddation We have studied a general model where service providerh, eac

pattern with the latter in future. Using this informationevaluates an expert in a given task type, are processing tasks assigned
the difference between the expected benefit and the expeotéd  fixeq set of customers. The customers are distributed antang t

e be responsive to change in types of tasks and types of expert
in the population.

it might incur for that agent by helping it in the future. Iretfol- providers proportionate to their performance. To improeefqr-
lowing, we present the expected utility based decision rmeism mance, service providers can seek and receive help fromsathe
that agentn uses to evaluate a help request by another agéant process tasks that are not in their area of expertise. Ascifispex-
helping with task type". The expected utility of agent for inter- ample, we have considered the ART experimental testbedpeab
acting with agenb at time7” and future time stepstyz (m, o, 7), for comparative evaluation of trust-management schemes.
is defined as: We provide a detailed analysis that demonstrates the natute
Er(m,o,7) = frequency of cooperation opportunities in such environtsieRather
o surprisingly, we find that the customer share assignmeminsetin
Z WFT[Z(D% (z)Pr,, o (x)costm(z)) — the ART framework does not gffe_ctively r_eward high-perf'qrm
= e providers. We suggest a modification to this scheme thatméke
. the testbed better differentiate between effective andeifattive
Z(Dm ()P, (2)cOstm ()] = costm(T),  (6) trust-management schemes.
z€T We also derive a decision mechanism that allow cooperativeg
wherecost; () is the expected cost thaihcurs doing atask oftype ~ members to decide whether or not to include new members in the
x, costm () is the cost to be incurred by agentto help agenb in group. Itis interesting to note that it might be beneficiahtwept
the current time instance, is the time discount, and is the set of new group members that would lower group performance if not
different task types. We assume that an agent is expert ynaord doing so can mean a worse loss from more effective compeitio
of the possible task types. The evaluation of the expectiéityut  from other groups.
of agentm helping agenb considers all possible interactions in The presence of sufficient cooperation opportunities odénea-
future and for all task types. In equation®}, (z) is the expected tion of optimal cooperative group sizes can only be usedaotire
future distribution of task types that agemt will receive at time if effective trust-management schemes exist that can tee@op-
instancet. We definePr; ;(z) as the probability that agentwill erative behavior and suppress exploitative ones. We igeifi
receive help from agentat time steg, given it has a task of type. desirable features of such trust-management schemesresehp
While personal interaction history can aid in forming ariraate of an adaptation of our previous work as an example schemedhat p
these probabilities, the reputation @bbtained from other agents ~ sess these desirable features.
can be combined with personal experience whehas had limited We are currently working on developing a general mechanism
interactions witlv. for deciding whether or not to accept a new member to a groaip th
The term>":° - T - D}, (z) Prh, o(z)costm(z) rep- will take into consideration larger competing group siz¥ghile

resents the time discounted (with discount factpexpected sav-  deriving the cooperation opportunities, we made simpiifyas-
ings of m by receiving helps fronp in future. We assume that  sumptions that minimized the cooperation cost. We planveldg
when an agent is helped by another agent, the helped agemsinc more elaborate models that considers realistic costs dhidendble
no cost for the task. Hence, when an agenis helped with task to provide more accurate cooperation decisions. The ARDgés
type z, its savings iscost.,(z), the cost it would have incurred ~ considers a fixed customer population. Hence, the perfarenah
to complete the same task on its own. We use an infinite time experts without any cooperation is the same as the perfaenaia

horizon and increasingly discount the impact of estimated- group of cooperating experts. We are interested in a more epe
ture interactions by the factoy'~7, where0 < v < 1, andt vironment, where the utility of a provider is a monotonic dtion
refers to the time period. The sum of the termeost,,(7) and of its performance. We will analyze the unique trust requieats

ST S er Dh(2) Prl, ,, costm () is the net expected cost  of such open environments.
that can be incurred by for (a) helping on the current time in-
stance and (b) incurring helping cost forin the future. Thus, @ 5. REFERENCES
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