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Abstract

Integrating multi ple reasoning mode is useful in complex
domains like the game of Go. Go players use various
forms of reasoning duing a game. Reasoning at the
tadicd level is completely different from reasoning at the
strategic level. Choasing a plan requires a different form
of reasoning than knaving hav to exeaute aplan. This
paper gives examples of the integration d these reasoning
modes into a single system. Rule-based reasoning,
Constraint-based reasoning and Case-based reasoning are
used in this hierarchicd order. Constraint-based reasoning
uses the results of Rule-based reasoning, and Case-based
ressoning wses the results of Constraint-based reasoning
and Rule-based reasoning.

I ntroduction

Integrating multi ple reasoning modes is useful in complex
domains like the game of Go. Go payers use various
types of ressoning duing a game. Reasoning at the
tadicd level is completely different from reasoning at the
strategic level. Choasing a plan requires a different type
of reasoning than knowing how to exeaute a plan. This
paper gives examples of the integration d these reasoning
modes into a single sysem. This work has ©me
similarities with the work by Epstein and Gelfand
[Epstein and Gelfand 1996.

The first sedion describes computer Go. The second
sedion shows how rules are used and leaned in ou
system at the tadicd level. The third sedion describes
some @nstraints to choose aplan at the strategic level.
The fourth sedion provide a way to use Case-Based
Reasoning to choaose the more gpropriate move to follow
aplan. The last sedion gves the results of our computer
Go system.

Computer Go

The game of Go

Go was developed threeto four millennia agoin China; it
is the oldest and ore of the most popuar board game in

the world. Like dess it is a deterministic, perfea
information, zero-sum game of drategy between two
players. In spite of the simplicity of its rules, playing the
game of Go is a very complex task. Robson
[Robson 1983 proved that Go generalized to NxN boards
is exporential in time. More cncretely, Van den Herik
[Van den Herik 1991 and Allis [Allis1994 use
complexity measures of different games to compare them.
They define the whoe game tree womplexty A.
Considering the average length of adual games L and
average branching fador B, we have A = B-. The state-
space @mplexty of a game is defined as the number of
legal game positions readable from the initial position o
the game. In Go, L=150 and B=250 Fence the game tree
complexity A=10°. Go state space omplexity, boundd
by 3*=10", and game tree omplexity are far larger than
those of any ather perfed-information game. Moreover, a
position is takes time to evaluate, on the contrary of chess
where positions can be evaluated very fast. This makes
Go very difficult to program. Computer Go has been
remgnized as a dallenge for Artificial Intelligence

[Selman 1994.
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The board is made of 19 verticd linesand 19 hoizontal



lines which cut themselves into 361intersedions. At the
beginning the board is empty. Each payer (Bladk or
White) moves alternatively in adding ore stone on an
empty intersedion. Two adjacent stones of the same @l or
are conreded and they are part of the same string. For
example, the white stones of Figure 1 marked with A are
conreded and are part of the same string. Empty adjacent
intersedions of a string are the liberties of the string. The
string d four marked white stones of Figure 1 has eight
liberties. When a move fill sthe last liberty of a string, this
string is removed from the board. The repetitions of
pasitions are forbidden. According to the paossbility of
being captured or nat, the strings may be dead or alive A
player controls an intersedion either when he has an alive
stone on it, either when the intersedion is empty but
adjacent to alive stones. The am of the game is to control
more intersedions than the opporent. The game ends
when the two players pass

In spite of the simplicity of the rules, a Go player uses a
lot of concepts to uncerstand a position and to play a
move. This paragraph lriefly shows <me intuitive
definitions of these mncepts. At the lower level, a player
looks at the safety of the strings in performing look-ahead.
When a string has enoughliberties, the string is sid to be
safe. A player also chedks if an intersedion is controlled
by ore player or not. An eyeis a small enclosed areg
Figure 2 gves an example of an eye onintersedion A. In
this figure, B is one of the four diagond intersedions of
A. When seaching to make an eye, it is important to
control diagoral intersedions.

Figure 2

A virtual conredion is a spatial configuration that
enables to conred strings whatever the opporent plays.
Figure 3 dves an example of a ‘Bamboo join'. If the
white player plays at A, bladk plays at B and conreds its
stones. If white plays at B, then blad at A conreds. The
four stones are virtually conreded.
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Figure 3

Using these tadicd results, a Go player starts its
strategic reasoning with the use of groups. A groupis a
complex concept for human players. It may be ather a set
of intersedions that are virtually conreded, either a set of
intersedions that gather the same properties. A group res
a status. A status is dead or alive and it is derived from
other intuitive concepts like influence, fight, circling, life-
base. The reader does not need explanations of these
concepts to understand the foll owing sedions.

Different levelsin a Go program

Asit isimpossble to search the entire treefor the game of
Go, the best Go paying programs rely on a knowledge
intensive gproadh. They are generally divided in two
modues:

B A tadicd modue that develops narrow and ceep
seach trees. Each treeis related to the adievement
of agoal of the game of Go.

B A strategic modue that chocses the move to pay
acording to the results of the tadicad modue.

Strategic reasoning is concerned with groups of stones.
A group d stonesis a set of stones of the same mlor, eath
stone can be wnreded to eat ather.

Different types of reasoning are required in these
modues. The tadicd modue uses rules to deade what
moves to try in the seach trees. The strategic modue has
to chocse aplan and to exeaute it. A goodway to chocse
aplanisto use mnstraints on the groups cdculated by the
tadicd modue. Chocsing a move that exeautes the plan
can be dore by comparing the present situation with cases
previoudy encourtered in games.

Rule based reasoning

Rule based reasoning is used in the tadicd modue of the
system. The rules are used to dedde what movesto try in
a seach tree These rules are aitomaticdly creaed by an
Explanation Based Leaning system named Introsped
[Cazenave 1999. Introsped is an introspedive leaning
system [Cox 1996, such systems have been formalized in
[Mitchell 1989 [Laird 1989 [Dejong 1986 and they
have recaved attention more recetly in
[Ram & Le&ke 1995. The rules leaned by Introsped
enable to consider only between 1 and 5moves out of the
250 pegble moves on a board. They exporentially
deaease the size and time of the brute force seach tree
This enables our Go program to look 60 moves ahead in
some tadicd positions. The formalism used to represent
these rules is first order predicae logic. The rules are
leaned by Introsped, only given the rules of the game in
predicae logic.

Example of a (smple) leaned rule used to find
conredions between strings of stones:

Conred ( S1 S2 | friend ) :- Color ( Sl friend ), Color (
S2 friend ), Liberty (1 S1), Liberty (I S2 ), Move ( |
friend).

This rule tells that if an intersedion | is a liberty of
strings S1 and S2 that are friend strings, playing a bladk
stone & | enables to achieve the goal Conred between the
two strings.

The target concepts of the Explanation Based Leaning
modue ae the tadicd subgals of the game of Go :



Remove a string, Make a string aive, Conred two
strings, Disconred two strings, Make an eye and Remove
an eye. Each o these target concepts is defined using
rules in predicate logic. For example the target concept
for the tadicd goal RemoveString is defined using this
rule:

RemoveString ( S1 friend) :- Color ( S enemy ), Move ( |
enemy), NumberOfLibertiesBeforeMove ( S 1), Liberty (
I'S), LegalMove ( | enemy ).

Thouwsands of rules are aeaed by wsing the rules of the
game to spedalizethe tadicd goals.

a=p

Figure 4

The example leaned rule is leaned by explaining why
the move marked A in the Figure 4 conreds the two badk
strings. The initial target concept defining the Conred
god is:

ConrededAfterMove ( S1 S2) :- Color ( S1 C ), Color (
S2 C ), ElementOfAfteeMove ( | Sl ),
ElementOf AfterMove (|1 S2).

The rules used to spedalize the target concept in this
example ae:

ElementOfAfterMove (1 S) :- Liberty (1 S), Color (SC
), Move (1 C).

Conred ( S1 S2 | friend ):- Move ( | friend ),
ConrededAfterMove ( S1 S2).

Note that there ae different predicates to describe the
board after the move and the board before the move. This
is to prevent side dfeds to happen, and to avoid
incomplete explanations.

At ead nock of the proof treg learned rules are used to
seled useful moves to try. Knowledge &ou the moves to
try in the seach trees are represented using predicae
logic rules because these rules represent theorems abou
the moves useful or necessry to try and the moves nat to

try.

Constraint based reasoning

Constraints can be used in games to choose aplan [Nigro
& Cazenave 1994. They are used in the Go program to
chocse plans at the strategic level. For example :

Save (G2) :- Neighba ( G2 G1 ), Territory ( G2 ) <
Territory ( G1), Territory ( G2 ) + Potential Territory ( G2
)/ 2<9, NumberOfEyes ( G2) < 2

This constraint tells that it is interesting to save group
G2 if it has a neighbaing goup G1, and G2 has less
territory than G1, and if the sum of the territory of G2 and
of the potential territory of G2 divided by two is lessthan
9, andif the number of eyes of G2 islessthan 2.
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The wnstraints are @ou groups. Groups are
constructed using the results of the tadicd modue. For
example, ead pdnt of territory is the result of a proof
tree The proof treeis developed for proving that a string
S that belongs to goup G can be @nreded to the
intersedion | if Friend days first. If no oppoent string
can conred to the same intersedion I, then this
intersedion is a territory of the group G that contains the
string S.

In the Figure 5, we give aboard where the example rule
with the mnstraints applies. The group G2 is marked with
2, and the groups G1 with 1 The points of territory of the
group G2 are marked with little bladk pants. There ae
more than forty paints of territory for the white group
mainly on the upper left side of the board. G2 has five
poaints of territory and orly one eye. The mnstraints of the
example rule ae verified, so the goal Save ( G2 ) is
adive.

Using congtraints is the obvious way to describe that
groups are unsafe under some aiticd threshad o the
numbers representing their properties. Groups have alot
of numericd properties that are related to their safety, so
constraints enable to express easily knowledge éou the
safety of groups.

Case-based Reasoning

Once aplan has been chasen, the program has to choose
how to apply the plan. Thisisthe next part of the strategic
level. Tadicd goals and strategic plans are cdculated on
a set of typicd positions. It provides a set of cases with



asociated moves. The moves can be the movesto pay or
the moves not to play.

There ae different degrees of similarity between the
predicates describing goups. For example, the ondtions
‘Territory (G ) =9 and ‘Territory (G ) = 10 are very
similar. Whereas the @ndtions ‘NumberOfEyes ( G ) =
1" and ‘NumberOfEyes ( G ) = 2" are very disdmilar.

Eadch move is asociated to the goal it achieves. The
moves that achieve the plans chasen by the mnstraints are
seleded. Each plan has a value, a move ca acdhieve
multiple plans. The value of ead move is the sum of the
value of the plans the move adieves. The move with the
highest value is played.

[
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Figure 6

In the Figure 6, the situation d the groups marked with
lisvery similar to the situation d the group marked with
2in Figure 5. Group 1in Figure 6 has 3 pdnts of territory
and orly ore eye, whereas the neighbaing enemy group
has much more territory. The solution remembered to
save the group 1lin Figure 6 is to play the move that
enables to make two eyes and therefore to live (preventing
forever the opporent to remove the groupfrom the board).
According to the stored move marked A in Figure 6, the
system will chocse to pay the move marked A in Figure
5.

Case-Based Reasoning enables impredsion in the use
of knowledge. Strategy is naturally impredse. Allowingto
define similarity with some reference groups enables to
have a oncise aad eneral representation d strategic
knowledge.

Reaults

The Go program plays a move in 10seconds on a Pentium
133 MHz, for eadh move it proves abou 450 tadicd
theorems, ead theorem requires between 4 and 600 nods
in a seach treeto be proved, at eat nock of ead tree
the rules learned by Introsped are cdled to find the useful

moves to try. Introsped has leaned thousands of tadicd
rules. All the leaned rules are compiled into a 1 000000
lines C++ program. The strategic level chooses plans
using constraints on some properties of the groups. The
groups and their properties are built using the results of
the tadica level. When strategic plans are chosen, moves
related to the plans are dhosen using information about
previoudy seen simil ar situations.

Gogd competed in the international computer Go
tournament held duing 1JCAI97 together with 40 dher
participants. It finished 6 out of 40 perticipants. The five
first programs are cmmercial programs that have
required a lot of person*yeas of work. It has
outperformed aher commercial systems that have
required more than 10person*yeas of work.

Conclusion

We have shown howv to integrate multiple reasoning
modes in a ommplex domain that requires different forms
of reasoning. Rule-based reasoning is used at the tadicd
level in ou Go program to seled the useful moves to try
when seaching. Constraint-based reasoning is used to
seled interesting dans acarding to constraints. Once the
plans are chosen, Case-based reasoning is used to seled
the moves that enable the plans to work. Each move has a
value that is the sum of the values of the plans the move
achieves. The resulting Go program has good results in
international  competitions  (best  noncommercial
program). This approach combining multiple types of
ressoning can also be used in ather domains that are
complex enoughto require different kind o knowledge to
use knowledge [Pitrat 1997 .

A leson leaned from applying multimodal reasoning
to a very complex task like the game of Go, is that in
complex domains, as we need a lot of knowledge, using
multi ple reasoning modes is appropriate becaise there ae
different types of knowledge. Each type of knowledge is
suited to a particular reasoning mode. The problem is to
split a system into modues, and to choose areasoning
mode for each modue. In ou applicaion, we daose to
separate our system in three modues: A theorem prover
that uses rules and predicae logic for exad computations.
A modue based on constraints to choose plans acarding
to predefined threshods. A Case-Based Reasoning
modue that enablesimpredsion in the recogntion d how
much a move enables to adhieve a strategic goal that
canna be exadly foreseen.

Human Go players also use different reasoning mode
when studying a position. They seach very fast when
reading tadicd sequences of moves, using complex
leaned patterns to chocse the moves to try. They have a
less rigorous ressoning mode when they think
strategicdly. As we have shown with the game of Go, we
believe that the aility to switch between reasoning modes
is necessry to have good performances in many complex
cogritive tasks.
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