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Abstract: In an environment of mass customization where demand information can be placed in advance with sequencing orders, the question of the best use of this information arises in a supply chain. This situation led the authors to analyze the efficiency of current mechanisms of scheduling coordination when suppliers’ processes are not completely reliable. Policies such as periodic replenishment or the kanban system, characterized by a replacement of the items to consume, cannot be exploited effectively with the current rules. This paper presents and justifies new scheduling coordination rules allowing synchronous production in an unreliable environment. This new approach has been benchmarked in the automotive industry as an appropriate method to avoid stockouts and decrease the safety stock.
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1 Introduction

Over the two last decades, the evolution of the economic environment of the companies has led to an increasing tension on flows, in particular for the companies specialized in the mass customization. Mass customization implies high volume and high variety production and that requires specific mechanisms for managing the supply chain's complexity (Coronado et al. 2004). Research has been investigating in supply chain conditions and structures that can adequately support mass customization (Feitzinger and Lee 1997). Manufacturing practices such as closer structures like ASTS (Advanced Store Supplier) and ASS (Advanced Site Supplier) in the automotive industry or delayed differentiation are no longer sufficient to face new challenges. Moving to mass customization in a supply chain frequently leads to excess lead times, huge stocks and creates conflicts in a manufacturing system where information sharing becomes too difficult (Simchi-Levi et al. 2000). In response to this situation, the demand information must take place in advance not only a few hours before the needs but for a few dozen hours: this triggers a change of scope. The solution which consists in improving the quality of the information in circulation throughout the supply chain is no longer sufficient when certain suppliers' processes are not perfectly reliable. This issue has not been considered in current researchs. Thus, it is necessary to find new scheduling rules to reconcile effectiveness and efficiency. The authors examine herein a few of the available approaches and the necessary adaptations to contend with these new challenges, then presenting a new approach based on synchronous production successfully tested in two industrial cases.

This research was supported for three years by a leading European firm which has just decided to generalize the use of this new approach. Some automotive manufacturers, conscious of the potential profits enabled by synchronous production, decided to transmit their orders in advance to some of their suppliers. This approach led the authors to identify by simulation those profits associated with this new information by benchmarking the established rules and the new rules based on synchronous production. Modeling the
processes of two different suppliers allows for an analysis of the current rules such as kanban for the first supplier or periodic replenishment for the second one. This benchmark based on simulations, provides answers to these questions and gives some insight into the robustness of these new rules.

First at all, concepts will be presented in order to justify our approach. The distinction between a pull system and a push system, with its implications for scheduling coordination, requires it to be specified when it is used in the analysis of production flows in a supply chain. In this chain, the speed of information flows relating to firmed orders plays a major role in the organization of production, from the process of having to satisfy the end-users' demand to the direct or indirect supplier process. The analysis of the interdependence between an industrial customer's process and his suppliers' process is profitable and can be facilitated by using the Order Penetration Point (OPP). The remarks which result from it form the basis for the structure of this analysis.

In a second time, new rules are proposed allowing a synchronous production when suppliers' processes are not completely reliable. Simulation runs show that synchronous production leads to practically eliminate stockouts while decreasing inventories; furthermore, this approach instantly takes into account any change in demand structure and does not require accurate data for distant periods.

2 Concepts

2-1 The logistics chain

Many problems arise in the definition of the logistics chain and its use from an operational standpoint (Giard 2003, 2004). The authors will limit the analysis to certain specific elements dependent upon the use of information in scheduling the flows of a logistics chain as a sequence of the production process or of transportation, bound by customer-supplier type relations and directed towards the satisfaction of a final demand. In this context, the logistics chain allowing the manufacturing of a given range of products is generally characterized by a network of processes converging towards a final assembly process; the distribution and the sale of these products are often then carried out by a diverging type of distribution network. This logistics chain can be described by the general diagram shown in flow chart of figure 1.
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We are especially interested in the logistics chains directed towards manufacturing and assembly to satisfy final customer orders or those of intermediaries of the distribution network, whether formulated in response to known demands or anticipated. In this network, we will distinguish the principal supply chain, made up of a sequence of processes converging towards the assembly process which delivers products which satisfy the demands of customers, from the secondary supply chain, which feeds components into the processes of the principal logistics chain. Generally, the manufacturing system of the principal logistics chain belongs to the same legal entity which may or may not own whole or part of the manufacturing systems associated with the secondary logistics chains. In either case, the problems of scheduling coordination the supply chain arise in the same
manner but it seems easier to reconcile the local points of view when all the processes are within the same ownership perimeter. The traditional distinction between a pull system and a push system must be supplemented when it applies to the scheduling coordination of a supply chain.

2.2 **Scheduling coordination with push and pull systems**

Firstly, it is necessary to specify if it is the local or global point of view which is used when speaking about pull systems. From the local point of view, the qualification of pull systems is worthwhile only for the supplier's process, whose production is started only by the ordering of the one of the customer's processes to which it is directly related. From the global point of view of a supply chain, the same qualification can be used when the production of a process is not necessarily started by the ordering of one of the customer's processes to which it is directly related.

A push system can be used when the production of a process is decided in response to an anticipation and not in response to an order placed by the customer's process. This anticipation can be the result of a forecast in which case we are clearly in a production to stock approach. It can also result from a calculation of a supply in time of components to a customer's process. It make possible the delivery of products on a later date in accordance with an effective order already placed by a customer of the last process in the supply chain considered; this last process can't be the customer's process of the process considered here. This situation is characterized locally in a push system logic and, globally, in a pull system logic. In the following figure, orders are controlled globally by the pull system but locally, the scheduling of production is carried out with a push system logic.

When the request cannot be satisfied by a stock with products available and if the commercial lead time \( C \) is higher than the production lead time \( P \), production can be carried out entirely on order. However, in the presence of a highly diversified production based on delayed differentiation, it can be useful to limit the number of production launchings, to produce to stock the common components for the majority of finished products whose nomenclature level is far from level 0. When diversity is lower and if the request for each part relates to sufficient volumes, it can also be economically preferable to produce to stock. The information of taking away from a stock can be exploited by one of the methods with pull systems using approaches like periodic replenishment but also with a kanban system. Information relating to the final request can also be immediately transmitted towards all the processes upstream of the supply chain and exploited locally in a push system approach.

Let us add finally that, in certain sectors, the principal supply chain tends to transmit their needs to the secondary supply chain earlier in order to shorten their reply deadlines. The displacement of the order penetration point (OPP) which results from it gives the possi-
bility of increasing the proportion of production to order, making it thereafter possible to improve effectiveness and efficiency under certain conditions of demand.

2-3 Order Penetration Point (OPP)

This concept is relatively old. It refers to the reflexion led on postponement used since 1920 and formalized in the Fifties (Alderson 1950). According to this concept, the company must, insofar as possible, delay the execution of certain production operations, such as assembly or conditioning, by starting them only with the reception of firm orders to answer, without useless stocks, and with the exact needs expressed by the customer. The concept of the order penetration point can also refer to the point of decoupling (CODP, Customer Order Decoupling Point) introduced by Philips Logistics School in the Netherlands and defined as "the point on the logistic chain where the order of the customer penetrates". Philips left the report that the whole of its processes which cannot function at the same speed required the introduction of a point of decoupling. The order penetration point is successively presented as a topic of strategic interest. Vollmann et al. (1997) refers to the OPP by distinguishing Make to stock, Assembly to order and Make to order approaches. Olhager and Östlung (1990) discuss the use of push and pull systems relative to the position of the OPP, arguing that pull systems are necessarily applicable upstream of the OPP and push systems are for downstream operations. This approach could be different in the logistics chain depending upon the global or local vision, presented above. Olhager's article (2003) investigates factors that affect the positioning and shifting of the OPP; these factors have been categorized through market, product and production characteristics. He proposed a conceptual model that can assist in choosing the right product delivery strategy and wants to highlight the most large issues concerning market, product and production attributes, illustrating that there is a fundamental difference between pre-OPP and post-OPP operations. The main competitive priority that is directly related to the position of the OPP is delivery speed. He proposes strategic issues, reasons and negative effects of shifting the OPP forwards or backwards. Researchers in logistic chains are also interested in this concept for its potential to improve productivity (Hoover et al. 2001) or for the flexibility of productive systems (Roos 2000). But the production of a complex product also implies the combined use of the bill of materials and the production route sheet of this product and its components. The route sheets make it possible to associate a process to the manufacturing of each component; the bill of materials then makes it possible to thus establish the flows involved in the production of the product and of the logistics chain concerned. Knowledge of the time interval separating acceptance of the order from its delivery can be reflected in cascade in the concerned processes upstream from the original order in the logistics chain. On a Gantt chart visualizing the sequence of the processes of the logistics chain, the length of the rectangles associated with the processes being proportional to their duration, one can locate on the axis of time the point corresponding to the date on which the delivery date is known in a secondary logistics chain. This point, a single one if all of the processes have that information at the same time, is described as the OPP. It makes it possible to trace a border in the processes between those which can make-to-order and those which must make-to-stock, a similar border being able to be established in the bill of materials. Figure 3 illustrates this determination of the OPP and the division which it operates in the whole of the processes and in that of the parts.
Upstream to the OPP, the knowledge of the final demand comes in too late to be able to make-to-order but it can be used by certain policies of make-to-stock production (e.g., policy of periodic replenishment of an order-up-to-level). Downstream from the OPP, this information allows a make-to-stock strategy as well as a make-to-order strategy.

The passage to synchronous production, with which one is interested here, has as a consequence the displacement from the left of the OPP, allowing the replacement of a make-to-stock production by a make-to-order production. This is accompanied by the transition from scheduling with pull systems locally to scheduling with pull systems overall, locally becoming scheduling with push flows. Synchronous procurement and synchronous production can effectively relate to these two approaches. The tension on flows, combined with an insufficient reliability of the productive processes of the secondary logistics chain, led to imagine new methods of scheduling synchronous production to limit stocks and avoid stockouts.

3 Synchronization with an insufficiently reliable supply chain

The problem of storage space close to the line of production, due to a strong diversity in assembly, led automotive constructors to turn to synchronous supplying in a context characterized by a low anticipation of demand. In this case the only solution is to use the delayed differentiation carried out by one of the last processes of the secondary logistics chain, starting from preexisting stocks of different components (the assembly of automobile seat covers constitutes the classical example). An increase in this anticipation makes it possible to go from a synchronous supply system to a synchronous production system, where the components ensuring differentiation can be manufactured with the order instead of being stocked. When a firm sends periodically schedules to his suppliers, they may define their production using this anticipation, if their OPP allow it. Holweg et al. (2003) set out the dynamics aspects of changing vehicle supply from forecast to an order driven strategy. They present a model of the information flow within the automotive supply chain. It was found that current vehicle scheduling systems are heavily constrained by long order throughput times and a high degree of variability for components that is passed onto the suppliers. The lack of reliability of suppliers’ processes and forecast demand has not been taken into account in existing researches. If the reliability of the processes of the secondary logistics chain is good, one is brought back to the scheduling issue evoked in synchronous delivery but in a logic of slipping programming within a range of a few dozen hours. The problem is definitely more complicated when the production process of the secondary logistics chain does not have sufficient reliability compared to quality standards (the severity of which tends to increase).

Graves et al. (1995) and Stevenson et al. (2005) present notable reviews of production planning and control mechanisms such as kanban, CONWIP, MRP, base stock system...
but only partially treat the short term and fail to make use of the possibilities of demand anticipation. Some mechanisms devoted to the short term decisions, like the kanban system and most inventory management policies, use previous consumption as a basis for replenishing stocks. New approaches of scheduling coordination must therefore be designed.

3-1 Synchronous delivery

Synchronous delivery is based on placing an order with a supplier in charge of supplying a workstation assembling substitutable components. The principle is to deliver a batch of components at a precise time in order to cover exactly the demand until the next delivery, these components being arranged in the order of their use (sequenced delivery which takes into account all of the differences of the finished products due to options). The problem of lack of space in the line stock does not arise any more, as it depends on the frequency of deliveries. The sequence of the order, passed a few hours before consumption by the supplier, must exactly respect the sequence on the customer assembly line after delivery. This sequence can be the one observed at the entrance of the first station of the production line or at a subsequent station, if this order can be disrupted (Danjou et al., 2001). Then scheduling in pushed system on the basis of anticipation can be considered reliable. The short reaction time left to the suppliers forces them to mobilize the principles of delayed differentiation in the design of their products and processes (Tarondeau, 1982) and to use closer structures making it possible to prepare the delivery of a sequenced batch (Advanced Store Supplier, ASTS) or to complete the differentiation required by their customers (Advanced Site Supplier, ASS).

3-2 Synchronous production

After presenting the industrial context, we will successively examine the two principles which brought about the new approach of scheduling synchronous production that we propose.

3.2.1 The industrial context

Synchronous production is basically characterized by a transmission of the requisition of components to the supplier, several dozen hours in advance instead of a few hours in advance as is the case with synchronous delivery. This solution is somewhat useful because the upstream movement of the order penetration point makes it possible to decrease the share of production for stock to the benefit of production to order, making the use of closer structures such as ASTS or ASS less attractive. However it encounters two difficulties.

- First of all, it is necessary that transmitted information be completely reliable. This reliability is not ensured if the order observed at the time of the sending of information to the supplier can then be disturbed for reasons already mentioned (line control of quality or stockout upstream to the assembly station). The use of corrective mechanisms (Automated Storage and Retrieval System allowing a partial rescheduling of flow, safety stock…) proves to be necessary. In the analysis presented here, one will suppose that transmitted information is reliable, the presentation of mechanisms of correction being incidental respective to the objective of this article.

- It is then necessary that the supplier benefits from transmitted information. If the usual approaches of scheduling flows are not adapted, it is appropriate to design new ones. We will examine some successfully tested usable principles.
The authors will only examine here the case of a process allowing manufacturing of several alternative components used at a given station of the assembly line. This research will be based on a study of two industrial cases, the first one using a kanban system and the second one, a periodic replenishment policy. Numerous simulations made it possible to compare the performance of these rules of scheduling with the new rules suggested here. If the production process of the supplier guarantees defect free quality, the scheduling of flows is relatively easy. Nevertheless, we will start by presenting our approach in a deterministic universe, which facilitates the comprehension of first founding principle. Its adaptation in a stochastic universe is based on a second principle. Of course, the comparison of this approach with current practices will only be presented in stochastic universe on the basis of industrially validated observed characteristics.

3.2.2 Decision-making in a deterministic environment- presentation of the first principle mobilized by the new approach of synchronous production

The assumption of deterministic universe has three high consequences on which the algorithm of synchronization is based; only the third will call into question when one passes into a stochastic universe.

- The decisions of production launching by the supplier are made at regular intervals of amplitude $\tau$. This interval cannot be lower than the maximum unit operational time $\tau_0$ of the process nor higher than a threshold $\tau_1$ defined by the last requisitions known by the customer at the time of the decision-making. The definition of $\tau$ must take into account the periodicity of the rounds of removal but also, as shall be seen, the possible existence of a launching time. At the time of the decision, date $t$, one lays out for each part number $i$ of a stock $S_{it}$ and the sequencing demand to satisfy starting from this date on a horizon $H$ corresponding to the anticipation provided by the customer (with $H \geq \tau$). The demand to satisfy between $t$ and $t'$ is noted $D_{it} (t \leq t' \leq t + H)$. If, at the time of the decision-making, parts are still in production, their precise dates of delivery are known. Lastly, the interval of time between launching in production and delivery is certain.

- The provisioning of the studied process is guaranteed (absence of stockouts). Thus one is not worried here about the scheduling of the process-upstream. The rejection of this hypothesis does not create a problem but complicates the analysis without changing the bases; it is more difficult in a stochastic universe.

- The production of this workshop is without defect. The rejection of this hypothesis will result in proposing new rules of production programming.

In a deterministic universe, the existence of stock $S_{it}$ is justified only for three reasons:

- The launching of part number $i$ in production is preceded by a set-up time and in order to satisfy the whole of the demands the output of the workshop does not allow for much time wasted in launching (a point of view adopted for each production program in particular) but one can also justify these stocks by the decision to limit the set-up costs of the production program (angle agreed for the whole of the production program).

- For technical reasons, launching in production of a part can be brought to respect a batch size importance of which is more than likely to exceed the request to satisfy until the next decision-making. It can be observed when the process led to simultaneously treat several batches (heat or chemical treatment), each batch of fixed size relating to the same part (which does not exclude the possibility of having several batches relating to the same part).

- Only a judicious accumulation of stock makes it possible to avoid any stockout if the number of batches which one can launch between two successive decision-makings is lower than the number of parts.
At the date $t$ of decision-making, in addition to stock available $S_{it}$, we know the request to satisfy $D_{it}$ between $t$ and $t'$ ($t \leq t' \leq t + H$). **The first principle** of operation of the algorithm proposed is that of a simulation of the evolution of stocks starting from this date $t$ to seek the parts which will be most quickly in stockout condition. In this simulation, we take into account the deliveries made between $t$ and $t'$, corresponding to the decisions taken before $t$ as well as those of the decisions taken in $t$ (they will be taken gradually during simulation).

- We seek initially the first date of estimated stockout, which occurs for the part number $i_1$; in order to avoid this rupture, it is decided to launch in production by anticipation at the date $t_1$ the quantity $q_{i_1}$ generally defined by a batch of minimal size $q_{i_1}^{\text{min}} \geq 1$ under constraints of exogenous rule of batching, which leads to an update of stock $S_{i_1t_1}$ of the part number $i_1$, at the date $t_1'$ in the simulation: $(S_{i_1t_1}, \leftarrow S_{i_1t_1} + q_{i_1})$

- If there remains a residual capacity at the date $t$ the simulation goes on until the second stockout which occurs in $t_2'$ and relates to the part number $i_2$ (which can possibly be the same one as that which caused the preceding rupture), which results in launching at the date $t$ the quantity $q_{i_2}$.

- The simulation continues as long as an unexploited residual capacity remains.

Three remarks can be made:

- If initials stocks $S_{i0}$ are sufficient, the stockout is impossible; a solution prohibiting any rupture consists in dimensioning the initials stocks $S_{i0}$ on the estimated request until the next decision-making.

- An adjustment of this rule is possible if one is in the presence of production constraints (cost of launching depending on manufacturing order, regrouping of parts for constraints of colors...); these adaptations primarily exploit the definition of the residual capacity and the sequencing of the parts launched in production, if the latter is spread out in time, without affecting the stated principle.

- The capacity available cannot be saturated when the horizon $H$ is reached in simulation. In this case, and if the production rate is higher than the rate of the customer’s consumption, we can use (or not) this residual capacity to increase the size of the batches of the parts and/or decide to launch the production of new parts.

### 3.2.3 Decision-making in a stochastic environment - presentation of the second principle mobilized by the new approach of synchronous production

The hypothesis of a production without defect does not hold out for production processes; a vehicle implies some adaptation of decision rules. The painting processes, for example, generally have a rejection rate $p$ going from 5 to 15%. The classic industrial solution consisting in considering that on $n$ produced parts ($n$ corresponding to the upper round-off of $q_{i_1}/(1 - p)$, noted $\lceil q_{i_1}/(1 - p) \rceil$), $q_{i_1}$ will be good, cannot guarantee the absence of stockout, the number $X_{it}$ of good parts according to the binomial distribution $\mathcal{B}\{ \lceil q_{i_1}/(1 - p) \rceil, (1 - p) \}$. The risk incurred with this solution is illustrated with an example in table 1.

Compared to a deterministic universe, the only change relates to the update of stocks $S_{i_1t_1}, S_{i_2t_2}$... During the simulation, the update of stock used in a deterministic universe $(S_{i_1t_1}, \leftarrow S_{i_1t_1} + q_{i_1})$ must be adapted since it is possible that one or more units among the $q_{i_1}$ delivered will be defective. **The second mobilized principle** is that of a control of the stockout risk. This risk is managed while replacing $q_{i_1}$ by $x_i$ that is the greatest quantity such as $P(X_i < x_i) < \alpha$, where $\alpha$ is a risk of rupture of maximum provisioning accepted ($\alpha = 1\%$ in our example) and $X_i$ follows the Binomial distribution $\mathcal{B}\{ q_{ip}, (1 - p) \}$. Table
2 illustrates this determination for a probability of non-acceptance of an unspecified part of the batch, equal to 10%.

If we launch into production a batch of 10 units, only 5 units are taken into account when updating the stock during the simulation. That decision implies to accept a probability of 0.16% of stockout for the customer (delivery of less than 5 units). Let us suppose now that during the same simulation made to launch production at time $t$, the same item falls again into shortage. The batch size must be revised and passed, for example, with 20 units. By keeping the same risk, reading the table shows that we cannot hope to fall under 13 good parts (risk of 0.24% accepted). Before, for this same item, one had entered 5 good parts, this new decision of launching into production results in entering 8 more units (and not 5 again) to come up to 13.

Six complementary remarks must be made.
- This algorithm allows an immediate adaptation to any variation in the structure of the request. It is not the case for other approaches classically used (unless their decision variables are updated permanently). The problem of the variation in volume is implicitly taken into account if the production rate or the daily duration of work adapts easily, the level of anticipation necessary to calculate the estimated stockout (a number of products sequences asked by the customer) remaining the same.
- Calculations of the estimated position of stock underestimate the quantities in stock. With the following decision-making in $t + \tau$, the whole or part of the production $q_{it}$ decided in $t$ will be completed; this new decision will be made on the basis of stock observed $S_{i,t+\tau}$, calculated from $S_{it}$ and part of $q_{it}$ delivered goods between $t$ and $t + \tau$ (and not the “worst case” quantity used during the previous simulation).
- The risk of rupture of provisioning of a part $i$ used at the time $t$ of decision making is normally higher than that actually incurred.
- If the date of estimated rupture is posterior to the date $t + \tau$, the probability of stockout on this date does not correspond to the risk $\alpha$, associated with a delivery, but with $P(X_{it} = 0) = P_{\alpha_{it}}$, the risk incurred is then normally weaker than that which one accepts a priori. If, with the delivery, we observe more than one good part, the estimated date of stockout is then more distant. We can hope, with this slipping programming

Table 1: Probabilities of stockouts of supplying for the customer $P(X < q_{it})$ for various rejection rates $p$ and various productions demanded ($q_{it} = 5, 10, 15$ and $20$) • Use of the law $\mathcal{L}(X) = \mathcal{B}\left\{ \frac{q_{it}}{(1 - p)} \right\}, (1 - p)$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$n$</th>
<th>$P(X &lt; 5)$</th>
<th>$n$</th>
<th>$P(X &lt; 10)$</th>
<th>$n$</th>
<th>$P(X &lt; 15)$</th>
<th>$n$</th>
<th>$P(X &lt; 20)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>$\left\lfloor \frac{5}{(1 - p)} \right\rfloor$</td>
<td>3.3%</td>
<td>$\left\lfloor \frac{10}{(1 - p)} \right\rfloor$</td>
<td>10.2%</td>
<td>$\left\lfloor \frac{15}{(1 - p)} \right\rfloor$</td>
<td>18.9%</td>
<td>$\left\lfloor \frac{20}{(1 - p)} \right\rfloor$</td>
<td>22.0%</td>
</tr>
<tr>
<td>10%</td>
<td>$\left\lfloor \frac{6}{(1 - p)} \right\rfloor$</td>
<td>11.4%</td>
<td>$\left\lfloor \frac{12}{(1 - p)} \right\rfloor$</td>
<td>11.1%</td>
<td>$\left\lfloor \frac{17}{(1 - p)} \right\rfloor$</td>
<td>23.8%</td>
<td>$\left\lfloor \frac{23}{(1 - p)} \right\rfloor$</td>
<td>23.9%</td>
</tr>
<tr>
<td>15%</td>
<td>$\left\lfloor \frac{6}{(1 - p)} \right\rfloor$</td>
<td>22.4%</td>
<td>$\left\lfloor \frac{12}{(1 - p)} \right\rfloor$</td>
<td>26.4%</td>
<td>$\left\lfloor \frac{18}{(1 - p)} \right\rfloor$</td>
<td>28.0%</td>
<td>$\left\lfloor \frac{24}{(1 - p)} \right\rfloor$</td>
<td>28.7%</td>
</tr>
</tbody>
</table>

If we launch into production a batch of 10 units, only 5 units are taken into account when updating the stock during the simulation. That decision implies to accept a probability of 0.16% of stockout for the customer (delivery of less than 5 units). Let us suppose now that during the same simulation made to launch production at time $t$, the same item falls again into shortage. The batch size must be revised and passed, for example, with 20 units. By keeping the same risk, reading the table shows that we cannot hope to fall under 13 good parts (risk of 0.24% accepted). Before, for this same item, one had entered 5 good parts, this new decision of launching into production results in entering 8 more units (and not 5 again) to come up to 13.

Six complementary remarks must be made.
- This algorithm allows an immediate adaptation to any variation in the structure of the request. It is not the case for other approaches classically used (unless their decision variables are updated permanently). The problem of the variation in volume is implicitly taken into account if the production rate or the daily duration of work adapts easily, the level of anticipation necessary to calculate the estimated stockout (a number of products sequences asked by the customer) remaining the same.
- Calculations of the estimated position of stock underestimate the quantities in stock. With the following decision-making in $t + \tau$, the whole or part of the production $q_{it}$ decided in $t$ will be completed; this new decision will be made on the basis of stock observed $S_{i,t+\tau}$, calculated from $S_{it}$ and part of $q_{it}$ delivered goods between $t$ and $t + \tau$ (and not the “worst case” quantity used during the previous simulation).
- The risk of rupture of provisioning of a part $i$ used at the time $t$ of decision making is normally higher than that actually incurred.
- If the date of estimated rupture is posterior to the date $t + \tau$, the probability of stockout on this date does not correspond to the risk $\alpha$, associated with a delivery, but with $P(X_{it} = 0) = P_{\alpha_{it}}$, the risk incurred is then normally weaker than that which one accepts a priori. If, with the delivery, we observe more than one good part, the estimated date of stockout is then more distant. We can hope, with this slipping programming
system, that if the first estimated dates of stockout are rather distant \((2\tau)\), we have time to react if certain deliveries are too bad.

- If initial stock \(S_{i0}\) does not cover the request \(D_{i,t+\tau}\) to satisfy between \(t\) and \(t + \tau\), and if the date of estimated rupture is prior to \(t + \tau\), there are necessarily stockouts if there is no delivery before \(t + \tau\); in the opposite case due to a continuous delivery, this rupture can sometimes be avoided with a suitable sequencing.

- We already saw that at the time of the decision-making, the components in production can be in progress in the workshop and can be delivered before the next decision. The quality of these deliveries to come are not necessarily known, so we can decide, in the update of \(S_{it}\), either to use the principle of precaution retained for the deliveries to come, or to carry out a random pulling of the number of good parts (binomial distribution). This second solution was used in the second case study, the simulation relating then to more than one month of operation.

Conventions selected to describe this algorithm in detail are as follows:

- \(j\) is the rank of the component to be delivered to the customer \((j = 1, \ldots, J)\);
- \(i\) is a part number; then \(i(j)\) is the part number of the component of row \(j\) to be delivered to the customer;
- \(q_{it}\) is the quantity of the part number \(i\) that is launched at time \(t\), to be produced between \(t\) and \(t + \tau\); the first decision of launching of this part number will relate to a quantity \(q_{it}^{\min} \geq 1\) and each following decision increasing \(q_{it}\) will relate to a quantity \(q_{i}^{\Delta} \geq 1\) (possibly equal to \(q_{i}^{\min}\));
- \(K(q_{i})\) is the capacity consumed by \(q_{it}\); \(KA\) is the total capacity available for this period \(\tau\); \(KC\) is the capacity consumed overall by the program of production during that period \((KC \leq KA)\).

In the algorithm in table 1, one will preferably use notation \(i(j)\) is with \(i\) retained in the last two subparagraphs. In addition, the part number to the date \(t\) of decision-making will be omitted in the indices used, which is without ambiguity, since it is a question of establishing a program of production to be implemented at this date until the next decision, to take at the date \(t + \tau\).

Let us illustrate this algorithm supposing that, for the part number \(i = 5\), one has \(S_{5} = 3\) (opening inventory at the time of the decision-making), \(q_{5}^{\min} = 6\) and \(q_{5}^{\Delta} = 4\), the risk selected is \(\alpha = 1\%\) and that we need not worry about problems of available capacity. Let us suppose that the 27th required component corresponds to the 4th required unit of this part number \(i = 5\) \((j = 27 \rightarrow i(27) = 5)\); the stock \(S_{5}\) (estimated) passes from 0 to \(-1\) (stage 1), then at stage 3 we have: \(q_{5} = q_{5}^{\min} = 6\) and \(x_{5} = 2\) (see table 3) and the stock \(S_{5}\) (estimated) passes from \(-1\) to \(-1 + 2 = 1\). Let us suppose that to the required components 45th and 56th correspond to this same part number \(i = 5\) and that they are the only ones between the 28th and 56th rows; when \(j = 56\), the stock (estimated) \(S_{5}\) passes from 0 to \(-1\) (stage 1); stage 3 one has \(z_{1} = 2\), then \(q_{5} = 6 + q_{5}^{\Delta} = 10\), then \(x_{5} = 5\), then \(\Delta_{5}\) passes from \(-1\) to \(-1 + 5 - 2 = 2\).

Compared to scheduling rules based on the kanban system or that of the periodic replenishment policy, the application of this algorithm to two industrial problems in which a difficulty of production quality arose, allows one to clearly present the associated profits; the use of stochastic models made it possible to evaluate the rationality of the results.
4 Illustration by two industrial cases in the automotive environment

4-1 Modeling supplier processes in the automotive sector

The two cases have in common the fact that the production processes are not completely reliable but they differ by the mode of scheduling currently in use (figure 3).

- In case A, the supplier introduces diversity by a painting process and thereafter carries out setting in stock the various colors obtained. Whereas the information transmitted by the customer has been exploitable upstream of the painting workshop for several months (administrative information sequenced over a few days), the OPP actually exploited is positioned by the supplier downstream from this diversity. The supplier uses firm information from the customer’s final assembly line and proceeds at the end of the course to the parts sequencing in the order of consumption of the customer’s assembly line. The production control of case A between painted stock and launchings performed in the painting workshop is based on a rather traditional kanban system. The initial stock dimensioned at the exit of the painting workshop for each referred color, corresponds to a number of kanbans defined by the supplier according to the structure of the request and of its practices of risk management. The setting of stock is defined on the upper limit of units making it possible to ensure a lesser risk of stockout (2 racks/color items); we are not here in the case of a maximum calculation of kanbans corresponding to the maximum quantity requested between two deliveries with the objective of canceling any risk of stock-out. For a diversity of 14 colors, the supplier can launch in painting, as a minimal size of batch, 3 batches of 18 units (cycle of 54 units) for a cycle time of 90

---

Table 3: Algorithm of programming of the production for the period to come

<table>
<thead>
<tr>
<th>α: accepted risk of stockout (e.g. 1%) ; p: default probability for a component</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialization:</strong> j ← 1 ; q_i ← 0, ∀i ; KC ← 0</td>
</tr>
<tr>
<td><strong>While</strong> KC &lt; KA and <strong>j ≤ J</strong> repeat</td>
</tr>
<tr>
<td>S_{i(j)} ← S_{i(j)} - 1</td>
</tr>
<tr>
<td><strong>if</strong> S_{i(j)} &lt; 0 then (forecast stock-out)</td>
</tr>
<tr>
<td><strong>if</strong> q_{i(j)} = 0 then (item i(j) not yet launched)</td>
</tr>
<tr>
<td>q_{i(j)} ← q_{i(j)}^{\min} ; KC ← KC + K(q_{i(j)})</td>
</tr>
<tr>
<td><strong>if</strong> KC ≤ KA then (available capacity)</td>
</tr>
<tr>
<td>x_{i(j)} highest value such as P(X_{i(j)} &lt; x_{i(j)}) = \sum_{k=0}^{x_{i(j)}} (q_{i(j)})^k (1 - p)^{q_{i(j)} - k} &lt; \alpha</td>
</tr>
<tr>
<td>S_{i(j)} ← S_{i(j)} + x_{i(j)}</td>
</tr>
<tr>
<td><strong>end if</strong></td>
</tr>
<tr>
<td><strong>else</strong> (item i(j) already launched)</td>
</tr>
<tr>
<td>z_1 ← x_{i(j)} ; z_2 ← K(q_{i(j)}) ; KC ← KC + K(q_{i(j)})</td>
</tr>
<tr>
<td><strong>if</strong> KC ≤ KA then (available capacity)</td>
</tr>
<tr>
<td>q_{i(j)} ← q_{i(j)}^{\Delta} ; x_{i(j)} highest value such as P(X_{i(j)} &lt; x_{i(j)}) = \sum_{k=0}^{x_{i(j)}} (q_{i(j)})^k (1 - p)^{q_{i(j)} - k} &lt; \alpha</td>
</tr>
<tr>
<td>S_{i(j)} ← S_{i(j)} + x_{i(j)} - z_1</td>
</tr>
<tr>
<td><strong>end if</strong></td>
</tr>
<tr>
<td><strong>end if</strong></td>
</tr>
<tr>
<td><strong>j ← j + 1</strong></td>
</tr>
<tr>
<td><strong>End while</strong></td>
</tr>
</tbody>
</table>
The periodicity of the decision-making for launching in production is with regular intervals of minimal amplitude of $\tau = 90$ minutes and the launching rules correspond to a traditional system of kanban.

The organization of case B is a little more complex; the supplier initially ensures the production of semi-finished products on the basis of an estimated request on his own manufacturing site located a few dozen miles from the customer’s factory. The initial diversity is of 18 colors for twenty different parts carrying final painting workshop exit diversity to 360 items. Launching in painting is not done on the basis of sequenced orders sent by the customer but with a logic of periodic replenishment policy monitored periodically by the information of the real consumption entered in their SAP system. Over a two hour period ($\tau = 2$), the consumption carried out on the Advanced Site Supplier, located on the site of the customer where all items are stored on standby,

![Figure 4: Modeling supplier processes (case A and B)- Kanban and Periodic Replenishment Policies](image)

operation of final assembly, are recorded in their system. The order-up-to level $R_i$ is fixed for each item to 2 days of average consumption with an aim of avoiding any stock-out. The logic of a periodic replenishment policy is based on launching in painting for item $i$ having the most high value of the difference $R_{it} - S_{it}$ (with $S_{it}$ = position of stock at the moment $t$). The parts to be painted are hanged on the poles of a conveyer with a loading capacity in painting of 55 poles/hour (maximum diversity produced in two hours equal to 110, whereas total diversity is 360), with this rule we exhaust the available launching capacity. Case B is more complex than case A characterized by the simultaneous launching of three components in painting: the decision relates to the sequence of the items to charge on the next 110 poles, by taking into account certain technical constraints; there is a need to separate with an empty pole any sequence of poles charged with components to be painted in a matt color from sequences of poles charged with components to be painted in a brilliant color; limitation of 15 of the sequences of poles of same color; seeking a minimization of the number of color changes. Supplier B carries out one last time the transportation of all the components (for all diversity) from his site towards the ASS where it carries out a final assembly of the parts on the basis of the sequencing request coming from the final customer before conveying them by internal transportation to the final station of consumption.
4-2 Simulation of the current and new rules of scheduling coordination in a stochastic universe and analysis of results

The identification of the profits of a displacement of the OPP upstream by the introduction of diversity in the supplier goes through the analysis of a stochastic problem of scheduling production in painting for which simulation using the Monte Carlo method is very well suited. With the objective to obtain results by simulation, we retained herein two scenarios tested in a stochastic universe, with a rejection rate in painting of 10%. In steady state, a periodic rule of correction of the defective production has been applied to the two cases A and B.

Scenario 1 represents the current rules of the supplier (Kanban for the case A and Periodic Replenishment Policy for the case B).

Scenario 2 uses the new rules of scheduling in synchronous production.

The simulation of the two cases was carried out starting from the same sequenced set of 25 000 cars; the alternative part assigned to each vehicle is randomly defined using the current structure of demand. The simulation of different rules with such a set gives good information about the behavior of these systems in a steady state within the framework of the two scenarios. The neutralization of the end of that sequenced set was necessary in order to keep the minimum horizon required by the new rule of synchronous production; it leaves 4 weeks of production. Figures 4 and 5 provide the results of the simulations made with use of a rejection rate of 10%.

In case A (figure 5), the current scheduling of the kanban (including with a larger initial stock) does not make it possible to cover the risks of stockout which is explained by a total myopia of the orders of consumption coming in the absence of a dynamic readjustment from the number of kanbans being based on estimated information. In scenario 2, the application of the synchronous production algorithm with a visibility of the work orders on a horizon $H = 10$ (visibilty which is equivalent to 10 cycles of 54 units or the next 540 orders) allows, with an initial stock reduced by 50% (initial stock defined by the supplier), to cover the whole of the requests and to preserve from risks of stockout. During several simulated data files, the first estimated dates of rupture appeared starting from a horizon ranging between $H = 9$ and $H = 10$. This highlights that the value of information is limited beyond that, knowing that the programming is slipping; in other words information beyond 540 sequencing orders does not have an added value ($H = 10$ corresponds to one day of firm). This conclusion is related to on the characteristics of the studied system and the setting of the initial stock; in addition, the algorithm presents the advantage of an immediate adaptation to all modifications of structure (the request being able without problem to concentrate durably on a single item).

![Figure 5: Results in a Stochastic Universe for case A: Evolution of inventory levels](image-url)
Figure 5 illustrates the results of the case B and shows the high reduction of stocks (60%) permitted by the new approach and this without any stockout, contrary to what occurs in scenario 1 where, for a 4 week simulation, we note 1.7% of unsatisfied requests due to stockouts; this rate could be decreased by a dynamic parameter setting of the scheduling rules used. The stockouts are not visible in the figure 5 because the curve shows the total of the parts in stock (in racks). In synchronous production, with this initial stock, the last estimated date of stockout is shown as 25 hours, which highlights that any additional information does not have an added value. Modifications of the structure of the request are absorbed without any problem.

Case B is characterized by an additional attribute, that of a desynchronization of flows, induced by a supplier's output rate being lower than that of the customer. This shift is caught up with a daily production for the supplier with a longer duration than for the customer and by additional production during the weekend. This problem does not affect the proposed algorithm; it makes it possible however to understand the shape of production evolution curves (figure 5) as well as the fact that it is impossible to observe one stockout during the first two days with the current scheduling rules. It should be added that the scenario of case B rests on the consumption rate that the client forecast reaching; the current rate being lower.

5 Conclusion

Compared to scheduling rules based on the kanban system or the periodic replenishment review system, the application of this algorithm to two industrial problems in which a difficulty of a production quality arose, showed that it was possible to notably reduce safety stocks while improving the security of the customer's supply. Moreover, these studies showed the limits of the value of the information transmitted by the customer: in applying this algorithm, as soon as the available capacity for the period to come is saturated, information relating to the further demands which triggered the final decision of production is of no interest for scheduling the workshop. This assertion has to be discussed further if one also intends to control the process located upstream, but this analysis is much more complex because of the uncertainty of production quality. Lastly, the reactivity of this approach to radical changes in the structure of the request constitutes a great additional advantage.

This exploration of new scheduling rules must go with an improvement of the quality of information circulating in the logistic chain and its speed of circulation, which rests on a better co-operation between the various actors and a reduction in stocks (the greater the level of stock, the wider the horizon of information is). This tendency also happens to point out what has been observed for ten years in the downstream part of the logistic

---

† The actual rate is lower which is due to an actual consumption rate lower than the one the consumer wants to reach and asked us to use in the simulation.
chain, with the installation of CPFR (Collaborative Planning Forecasting and Replenishment) types of collaborative policies implemented in mass distribution where distributors and industrialists divide work out and forecast jointly, jointly defining provisioning strategies and calling or not upon the approaches of the VMI type (Vendor Managed Inventory). This delay is explained mainly by a higher level of complexity: it is not only a question of managing provisioning in a network but, in addition, of producing with the order. To work in this direction is a high stake, likely to reinforce the defenses of our industrial system. As regards respect of the information transmitted to the supplier by the customer, one moved from a situation often characterized by a late and brutal passage of an absence of information to precise information, and a situation in which the customer engages gradually and relatively early with respect to his supplier, with an increasingly precise request as one approaches delivery. The analysis of the sensitivity of synchronous production regarding this problem of the reliability of information remains a track to be explored. A first analysis, carried out for case A, gives useful indications: when one works with estimated information for the first two hour periods (amplitude corresponding to the interval separating two successive decisions) then with the information aggregated per two hours, it is necessary to adapt the algorithm when a residual capacity remains when simulation exceeds the horizon of sequencing information; for the period during which the last estimated ruptures occur, there are normally more candidate parts than loading possibilities; one decided to choose these last parts to be charged at random. The simulations carried out show the robustness of the algorithm: sequenced information for the first three periods is sufficient as well as incorporated information for the following periods in order to avoid stockout (which occurs if one has sequenced information on a shorter horizon). Although it is difficult to generalize this precise result beyond the system studied, we can think that this algorithm puts up with less precise remote information.
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