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Abstract— With the worldwide acceptance of the Internet as a 
de-facto public network, there is great interest in the 
deployment of Virtual Private Networks (VPNs) across IP 
networks. VPNs provide an economic alternative to the 
expensive private leased lines. The main purpose of a VPN is to 
provide a company secure communication among multiple sites 
through the shared Internet. The allocation of bandwidth for 
VPNs to meet the requirements specified by customers is an 
important traffic engineering research issue. This paper 
addresses the problem of provisioning VPN services based on 
pipe and hose workload models over shared network 
infrastructure with bandwidth guarantees, an issue studied 
only by different resource allocation methods [1] and not 
studied before by general optimization methods. The general 
problem of computing a constrained VPN tree with optimum 
bandwidth allocation is a hard combinatorial optimization 
problem [2]. Our proposed optimization method for 
provisioning VPNs is based on the Simulated Evolution (SE) 
meta-heuristic originally introduced in [3]. The proposed 
Evolutionary Algorithm (EA) connects VPN nodes using a tree 
structure while seeking to optimize the total bandwidth 
reserved on the edges of the VPN tree. Experimental results 
with Waxman network graphs [4] show that tree bandwidth 
costs obtained with hose workloads are higher by a factor of a 
maximum 2.5 compared to those obtained with pipe workloads. 
 

Keywords- VPN, Traffic engineering, Simulated Evolution, 
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I. INTRODUCTION 
Virtual Private Network (VPN) establishes connectivity 

between a set of geographically dispersed endpoints over a 
shared network infrastructure. Providing VPN service is 
playing an important role in the revenue stream of Internet 
service provider. In order to be able to support a wide 
variety of customer requirements, network operators need a 
flexible and bandwidth efficient model, comparable to a 
private dedicated network established with leased lines. 

Traditionally, provisioning VPN, i.e. setting up paths 
between every VPN customer pair, is based on the pipe 
model [5], in which the traffic demand is specified for each 
customer pair, and the bandwidth is reserved for point-to-
point connection tunnel. For the pipe model, a traffic matrix 
which describes the required bandwidth between each VPN 

endpoint pair must be known a priori. However, the 
communication pattern between the endpoints is difficult to 
predict [6]. It is almost impossible to estimate the exact 
traffic matrix required by the pipe model. Figure 1 illustrates 
an example of using the pipe model. 

 

Figure 1.  VPN pipe model 

A more convenient and practical workload model for 
provisioning VPNs is the hose model, which was first 
introduced in [7] and subsequently refined in [8]. The hose 
model specifies, instead of a complete traffic matrix, the 
total amount of traffic which a customer injects into the 
network and the total amount of traffic which it receives 
from the network. This VPN specification is in fact backed 
up by the service level agreement (SLA). Figure 2 illustrates 
an example of using the hose model. Wherein four 
advantages were discussed: ease of specification, flexibility, 
multiplexing gain and characterization. 

 

Figure 2.  VPN hose model 
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Provisioning a VPN requires identifying a sub-graph that 
connects the VPN endpoints; and reserving the necessary 
bandwidth on the corresponding physical links. It was 
shown that the optimum topology is a tree [2]. Other 
arguments that favour the use of tree topologies are: First, 
they are minimal networks; they provide connectivity 
without any unnecessary additional links; second, by 
providing a unique path between each pair of nodes, they 
eliminate the routing problem (i.e., deciding how traffic 
should flow between nodes). This simplifies both the 
network and its design. However, since trees are minimally 
connected they are also minimally reliable and robust [2]. 
This is why actual networks provide usually higher 
connectivity. Nevertheless, the design of the network often 
starts with a tree.  

In this paper, we propose an Evolutionary Algorithm 
(EA) that finds least cost feasible provisioned VPN trees 
connecting the VPN endpoints based on the traditional pipe 
model and the hose model. We confirm results presented in 
[1], which showed that VPN trees obtained with the hose 
workload model are over-provisioned by a factor of 2 to 3 
with respect to those obtained using a pipe workload model. 
Extensive simulations of the EA heuristic showed that the 
bandwidth cost of VPN trees designed based using a hose 
workload model are higher by a factor of 2 to 2.5 with those 
obtained with a pipe workload model.  

The remainder of this paper is structured as follows. In 
Section 2, we review related work. Section 3 formally 
describes the VPN bandwidth provisioning problem. In 
Section 4, we describe our proposed Evolutionary Algorithm 
(EA). In Section 5, we present experimental results and a 
detailed comparison of the bandwidth reservation for VPN 
trees designed based on the pipe and the hose workload 
models. Section 6 concludes the paper. 

II. MOTIVATION AND RELATED WORK  
Reference [8] was the first to propose this concept for 

provisioning IP Virtual Private Networks. In their paper an 
analysis of the bandwidth efficiency of the hose model is 
presented. The evaluation is based on trace driven 
simulations of traffic derived from a voice network and from 
a large corporate network. 

The work presented in [8] inspired research work on 
developing algorithms for designing minimum cost networks 
based on hose specifications. A number of provisioning 
algorithms for VPNs based on the hose model have been 
proposed [9-14]. 

Reference [2] argued that bandwidth optimization of 
hose-model VPNs should be based on a tree topology 
(hereafter called: VPN tree). They presented a )mn(O time 
algorithm to compute a bandwidth-optimized VPN tree 
where the links have infinite capacity and, given the 
bandwidth requirements of each endpoint in a VPN. The tree 
routing algorithm tries to find the VPN tree that needs 
minimum total bandwidth allocation on its edges. In the case 
of symmetric bandwidth requirements (the same amount of 
traffic sent and received by the hose), the tree routing 
algorithm is optimal and is guaranteed to find a bandwidth-
optimum VPN tree. They proved that it is NP-hard to 
compute the optimal tree routing for general bandwidth 
values (different amount of traffic sent and received by the 
hose). 

 Reference [1] compared the bandwidth efficiency of the 
hose-model with that of the customer pipe-model and 
concluded that the hose model results in bandwidth over 
provisioning by a factor of 2 to 3. The authors concluded 
that the hose model performs better in reducing blocking 
probability, decreasing traffic loss, and ease of 
implementation over the pipe model. They also showed that 
in order to achieve reasonably low over-provisioning factors, 
the computation of a tree-structured resource-sharing 
topology for the whole VPN using explicit routing is the 
only viable candidate among the statically provisioned 
models without multi-path routing. 

Reference [15] proposed a multi-path routing 
provisioning approach for the hose model and compared the 
performance of several approximation algorithms. The 
authors ran 6200 series of experiments with small connected 
random graphs with 3–5 nodes. Their results indicate that 
multi-path routing had reduced reservation cost compared to 
tree routing sharing. 

 Reference [16] investigate the VPN provisioning using 
multi-path routing with QoS guarantees such as bandwidth 
and propagation delay over shared network infrastructure 
based on the hose model and the pipe model. They present 
and reformulate MILP formulations which can be efficiently 
solved by standard MILP packages.  

In [17], the authors enhanced the original hose model to 
allow for specification of delay limits between VPN 
endpoints. They proposed three provisioning approaches for 
the enhanced hose model: the pipe mesh approach, the 
multiple source-based trees approach, and the shared tree 
approach. Using theoretical analysis and simulation results 
the authors concluded that the shared tree approach is 
appealing because of its low provisioning cost and ease of 
routing and restoration. 

To handle on-line multiple VPN setup requests, the 
authors in [18] propose a hose model VPN provisioning 
algorithm called MTRA to handle on-line multiple VPN 
setup requests rapidly and reduce the rejection ratio.  

The focus of our paper is on the provisioning the VPN 
trees using the pipe and hose workload models. Similar 
works are conducted for VPN provisioning but using 
different topology such as multi path routing [16] and graph 
topology [19]. We propose an evolutionary algorithm based 
on the Simulated Evolution (SE) Meta heuristic introduced 
in [20] to optimize the total bandwidth reserved on edges of 
the VPN tree. Comparisons of the bandwidth reservation of 
VPN trees obtained with the hose model show an over-
provisioning factor between 2 and 2.5 compared to those 
generated with the pipe model.  

III. PROVISIONING VPN OVER SHARED 
NETWORK INFRASTRUCTURE  

A. Problem Statement 
The network backbone is modeled by an undirected 

graph )E,V(G , where V  and E are the set of nodes and the 
set of bidirectional links, respectively. Let Vn and En  
denote the cardinality of V  and E , respectively. In the hose 
model, each VPN specification consists of a set of nodes 

VP ⊆  corresponding to the VPN endpoints. For the link  
)j,i( in tree T , we denote by )j,i(

iT  and by )j,i(
jT  the 
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connected components of T  containing, respectively, 
node i and node j when the link )j,i(  is deleted from T . 
Also, let )j,i(

iP  and )j,i(
jP denote the set of VPN endpoints in  

)j,i(
iT  and )j,i(

jT , respectively.  

B. VPN Provisioning using the Pipe Model 
For the pipe model, a traffic matrix Pv,uuv )d(D ∈=  

describes the required bandwidth between each VPN 
endpoint pair. Traffic between each pair of customer access 
points is carried through the customer pipes (point-to-point 
connections) with a given pre-allocated bandwidth according 
to uvd . Let us consider the link )j,i(  that connects the two 
sets of endpoints )j,i(

iP  and )j,i(
jP . The bandwidth )j,i(c  to 

be reserved on link )j,i(  of  T  is given by Equation (1): 

∑
∈∈

=
)j,i(

j
)j,i(

i Pv,Pu
v,ud)j,i(c  

(1)

C. VPN Provisioning using the Hose Model 

In the hose model, only the ingress bandwidth )v(b− and 
the egress bandwidth )v(b+ are specified for each customer 
access point. The traffic to and from a customer endpoint is 
arbitrarily distributed to other VPN endpoints, while 
satisfying the ingress and egress bandwidth requirements. 
We address the case when VPN endpoint bandwidth 
requirements are asymmetric, that is, for a VPN endpoint v , 

)v(b−  and )v(b+  may be unequal. Asymmetric ingress and 
egress bandwidths make the VPN tree design problem NP-
hard. Let us consider the link )j,i(  that connects the two sets 
of endpoints )j,i(

iP  and )j,i(
jP . The bandwidth to be reserved 

on link )j,i(  of  T  is given by [2]: 

))l(b,)l(b(Min)j,i(c
)j,i(

j
)j,i(

i PlPl
∑∑

∈

−

∈

+=  
(2)

Thus, the total bandwidth reserved for tree  T  is given 
by: 

∑
∈

=
T)j,i(

T )j,i(cC  
(3)

We seek to find a tree )E,V(T TT  where VVT ⊆  and 
EET ⊆  for which TC is minimum.   

D. Example 
Consider Figure 3, which depicts a VPN tree T having 

three endpoints (1, 8 and 10). The sub trees 
)5,4(

4T and )5,4(
5T resulting from the removal of the link 

)5,4( from T . We have { }1P )5,4(
4 = and { }10,8P )5,4(

5 = . 

 
Figure 3.  A tree T and two sub trees )5,4(

4T and )5,4(
5T resulting from the 

removal of the link (4, 5) from T . 

For the hose model, the bandwidth requirements for the 
endpoints are as follows: for endpoint 1, )1(b− =3 and 

)1(b+ =6, and for endpoint 8, )8(b−  = 6 and )8(b+ = 3 and 
for endpoint 10, )10(b− =2 and )10(b+ =3. The bandwidth 
reserved on edge (4,5) is 9)5,4(CT =  where c(4,5)=6 and 
c(5,4)=3.     

Let us consider for the pipe model the following traffic 
matrix )4d,3d,2d,2d,2d,1d(D 8,1010,81.88,11,1010,1 ======= . 
The bandwidth reserved on (4,5) is 7)5,4(CT = where 
c(4,5)=3  and  c(5,4)=4.  
 

E. Network Dimensioning  
Our goal when trying to characterize the required 

bandwidth reservation of the hose model was to be able to 
compare its total network capacity requirement to the pipe 
model. Naturally, we wanted to have network examples with 
“comparable” traffic volumes when doing the evaluation, 
which is not trivial if we recall that the main difference of 
the hose and the pipe dimensioning models is in the traffic 
description. To generate comparable pipe and hose 
workloads, we proceed as follows.  

 
- We generate a pipe workload in the form of a traffic 

matrix Pv,uuv )d(D ∈=  containing point to point 
bandwidth values required to dimension according to the 
pipe model. 

- As a “comparable” hose characterization we calculate the 
hose parameters egress and ingress bandwidths as the 
respective sums of the rows and columns of the traffic 
matrix D . This way we calculate the smallest possible 
hose that can accommodate the given traffic matrix. 

 
After dimensioning the same network according to these 

inputs with both models, we calculate the ratio between the 
resource requirements of the hose and the customer–pipe 
models, which we consider a good indicator of the required 
extra capacity. In the following we call this ratio as the over-
provisioning factor. 

IV.THE EVOLUTIONARY ALGORITHM (EA) 

In this section, we present our Evolutionary Algorithm 
(EA). EA is an Evolutionary algorithm for optimized VPN 
tree provisioning. It is an approximation algorithm based on 
the Simulated Evolution (SE) meta-heuristic introduced in 
[3]. SE is a general iterative heuristic proposed by Ralph 
Kling [20]. It falls in the category of algorithms which 
emphasizes the behavioral link between parents and 
offspring, or between reproductive populations rather than 
genetic link [21]. This scheme combines iterative 
improvement and constructive perturbation and saves itself 
from getting trapped in local minima by following a 
stochastic perturbation approach. It iteratively operates a 
sequence of evaluation, selection and allocation steps, 
starting from an initial solution (see Figure 4). The selection 
and allocation steps constitute a compound move from 
current solution to another feasible solution of the solution 
space. SE proceeds as follows. It starts with a randomly or 
constructively generated valid initial solution. A solution is 
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seen as a set of movable elements. Each element m has an 
associated goodness measure mg in the interval [ ]1,0 . The 
main loop of the algorithm consists of three steps: 
evaluation, selection and allocation. These steps are carried 
out repetitively until some stopping condition is satisfied. In 
the evaluation step, the goodness of each element is 
estimated. It is a measure of how near each element is to its 
optimum position. In the selection step, the algorithm 
probabilistically selects a subset of elements for 
rearrangement from current solution. Elements with low 
goodness values have higher probabilities of getting 
selected. A bias parameter is used to compensate for errors 
made in the estimation of goodness.  Its objective is to 
inflate or deflate the goodness o f  elements. A high positive 
value of bias decreases the probability of selection and vice 
versa. Large selection sets degrade the solution quality due to 
uncertainties created by large perturbations. On the other 
hand, for low bias values the size of the selection set is 
small, which may degrade the quality of solution due to 
limitations of the algorithm to escape local minima. A 
carefully tuned bias value results in good solution quality 
and reduced execution time [3]. Finally, the allocation step 
tries to assign the selected elements to better locations. 
Allocation is the step that has most impact on the quality of 
the search performed by the SE algorithm. A completely 
random allocation makes the SE algorithm behave like a 
random walk. Therefore, this operator should be carefully 
engineered to the problem instance and must include 
domain-specific knowledge. The Selection and Allocation 
steps allow the search to evolve toward more fit solutions. 
Other than these three steps, some input parameters for the 
algorithm are set in an earlier step know as initialization. 

To apply this heuristic to enumerate an optimized VPN 
tree, we must adopt an appropriate solution encoding (how 
is a solution represented and what constitutes a movable 
element), choose a utility function to evaluate the solution 
quality, select an initial solution to start the exploration of 
the solution space, evaluate the quality of a movable 
element to be able to allocate new positions to the selected 
elements, and finally choose a stopping condition. 

ALGORITHM Simulated_Evolution (M,L,B) 
        M: Set of movables elements 
        L: set of locations 
        B: Selection Bias 
Repeat 
      EVALUATION 

        For Each Mm ∈ Evaluate mg  
      SELECTION 
        For Each Mm ∈     
          IF Random)Bg( m <+ THEN 

             { }mPP ss ∪=  
      ALLOCATION 
        For Each sPm ∈     
          Re-Allocate( m ) 
Until (Stopping Condition) 
Return Best Solution 
(Simulated_Evolution) 

 
Figure 4.  Structure of the Simulated Evolution algorithm 

A. Initial Solution and solution encoding 
The algorithm starts with an initial feasible solution built 

as follow: A minimum cost Steiner tree is constructed in two 

steps. First a minimum cost tree spanning all the nodes of the 
network is determined using Kruskal algorithm. In a second 
step, all sub-branches not containing VPN terminals are 
removed.  

The solution encoding is path-based, where a solution is 
coded as a vector of )1n( P −  elements, where PnP = , 
where P  is the set of VPN endpoints. For example, consider 
the network of Figure 5, { }9,8,7,5,2P = . 

 

 
Figure 5. A network example with 10 nodes and 5 VPN endpoints: 2, 5, 7, 

8, and 9.  

The tree found initially by Kruskal is shown in bold in 
Figure 5. This tree is encoded as a set of segment 
paths { }8697685672345 ,,,T ππππ= . The label on each link is the 
total cost in terms of bandwidth reserved on the link. Each 
movable element is a path jiij v...v=π representing a branch 
of the VPN tree, where iv and jv are VPN endpoints. 

B. Evaluation 
Usually, the quality of a VPN tree is strongly correlated 

with the quality of its paths. EA proceeds by repetitively 
evolving a tree formed by paths ijπ of good quality. 
Let )(C ijπ be the cost of path ijπ . The quality or goodness of 
the path ijπ connecting two endpoints iv and jv is evaluated 
by the following equation:  

T))(C(Max
)(C

1g
klkl

ij
ij ∈ππ

π
−=π

 (4)

Thus, the higher the cost of a path ijπ , the closer to zero is its 
goodness. 

C. Evolution step 

In this step, the heuristic forces the search to evolve to a 
neighboring solution. This is achieved in two steps: 
Selection followed by Allocation. 

1) Selection 
The objective of this operation is to select the part of 

the VPN tree to change. In this work, a number of segment 
paths are selected for reallocation as follows. For each 
segment path ijπ  of the current VPN tree, the goodness 

ijgπ of the segment path ijπ  is compared to a randomly 
generated number [ ]1,0R ∈ . If BgR ij +> π , then ijπ  is 
selected for reallocation. Note that according to our tree 
encoding, the number of path segments in any VPN tree is 
equal to 1nP − .  

We also experimented with the following selection 
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strategy. The selection set consists of only the longest path 
segment. As shall be seen in the experimental section, this 
approach resulted in equally good solutions, with a sizeable 
reduction in run time. 

2) Allocation 
Before allocation, selected members are sorted in 

ascending order according to their goodness. During the 
Allocation step, the selected segment path ijπ is removed 
from the tree. This operation partitions the tree into two sub-
trees. The VPN tree is reconstructed by identifying the best 
path connecting the two sub trees. For each path deleted, 
other candidate paths are tested.  
To reduce the size of the solution space to be searched, we 
construct a trial tree by testing K  paths between VPN 
terminals of the first and second sub-trees. The lowest cost 
path to connect the two sub trees is selected. In this work, we 
chose to PnK = , the number of VPN terminals. Figure 3 
shows the trial trees generated for the network of Figure 2.  

 
The goodness Tg of a VPN tree T is evaluated as follows: 

TT x1g −=  (5)

Where, 

max

T
T C

Cx =  
(6)

Let maxC be the cost of the maximum tree cost among all 
trees enumerated by the algorithm. Initially, maxC is equal to 
the cost of the initial tree; maxC gets updated as new trees are 
enumerated. All trial trees (for each removed path) are 
evaluated based on Equation (5) and the best tree among all 
perturbations will be chosen to continue the following 
iteration. During the search, the algorithm remembers the 
VPN tree with maximum Tg , which is returned when the 
algorithm stops.  

3) Stopping criterion 
For EA the search is stopped after a maximum of 

100 iterations or if no improvement is observed for twenty 
consecutive iterations. 

4) Pseudo code of EA  
A step-by-step description of our Pseudo code of EA is 

described in the following. 
 
Step 1: Initialization. 

1.1. Compute the minimum bandwidth tree by 
Kruskal’s algorithm, 

1.2. Prune leaves of T that do not correspond to VPN 
endpoints (that is, do not belong to P ). 

1.3. Compute bandwidth reservation )e(tcos , Te ∈∀ . 
1.4. Set Best_Tree=Kruskal_Tree,  

Step 2: Evaluation. 
2.1 Set Temp_Tree= Best_Tree and iteration=0. 
2.2 Compute members M  from Temp_Tree. 
2.3 Compute bandwidth reservation )m(tcos , Mm∈∀ . 
2.4 Set ))m(t(cosMax=θ , Mm ∈∀ .  
2.5 Compute the goodness )m(g as ]/)m(t[cos1)m(g θ−= . 
2.6 Repeat 2.4 and 2.5, Mm∈∀ . 

Step 3: Selection. 
3.1. Generate random float R witch )1(randomR = . 
3.2. If RB)m(g <+ , then queue m in the Selected Set for 

Allocation ( SSA ) 
3.3. Repeat 3.1 and 3.2, Mm∈∀ . 
3.4. Sort the element of SSA . 

Step 4: Allocation. 
4.1. Set Best_Allocated_Tree= NULL . 
4.2. Prune path m from Temp_Tree. We obtain two sub 

trees 1T and 2T . 
4.3. Let Pv,u ∈ as mTu 1 ∩= and mTv 2 ∩= . 
4.4. Compute temporary shortest path Temp_Path as 

Temp_Path=Shortest_Path ( G , v,u ) by Dijkstra’s 
algorithm. 

4.5. Set Temp_Tree= 1T ∪ 2T ∪  Temp_Path. 
4.6. If )Tree_Temp(tcos < )Tree_Best(tcos , then set   

Best_Allocated_Tree = Temp_Tree.    
4.7. If ) ated_TreeBest_Alloc(tcos < )Tree_Best(tcos , then 

set   Best_ Tree = Best_Allocated_Tree.    
4.8. Repeat 4.1- 4.7, SSAm∈∀ . 

Step 5: Termination check. 
5.1 Set iteration = iteration + 1. 
5.2 If iteration < Stopping_criteria go to Step 2; 

otherwise, stop. 
5) Time Complexity 
EA consists of a main loop composed of three steps, 

Evaluation, Selection, and Allocation. The worst time 
complexity of the three steps are )n(O p , )nlogn(O Pp  and 

)nn(O 2
vp  respectively. Then, since pv nn >> , the worst 

time complexity of EA iteration is )nn(O 2
vp . The number 

of iterations is usually less than 100.  

V.SIMULATION RESULTS 
Our proposed EA heuristic has been tested on several 

randomly generated networks. The W A N M A N  simulator 
[ 22]  was used to generate random topologies generated 
using the well-known Waxman model [4]. The Waxman 
model was selected to obtain random networks with close 
resemblance to real networks because it verifies the power 
law proposed by [23]. The simulations are implemented 
using the C language and all tests were performed on a dual 
Core processor of 2 GHz and with 2 GB of RAM. EA was 
tested for three network sizes of 10, 20, and 30 nodes. Each 
simulation result given below is the average of 10 rounds of 
simulation runs for every category of network size and 
traffic patterns as described in Table I. 

TABLE I.        TEST NETWORK CHARACTERISTICS 

Networks Network Characteristics 
Number of 

Nodes  
Maximum 

Node 
Degree  

Number 
of Edge 

Number of 
endpoints 

Net1  10 7 32 5 
Net2 20 12 147 10 
Net3 30 18 233 15 

We run sets of experiments to evaluate the quality of 
the search performed by EA and also to compare the 
bandwidth reservation for provisioning VPN trees using the 
pipe model and the hose model.  



                                                                                                                                          2063  

Figure 6 tracks with time the total number of solutions 
found by the proposed EA algorithm for various goodness 
cost intervals [0-0.25], [0.25-0.5], [0.5-0.75] and [0.75-0.1]. 
The plot clearly indicates that as the search progresses, EA 
keeps evolving toward better solution subspaces and avoids 
the lower quality solutions.  

 
Figure 6. Total number of solutions evaluated by EA for various 

intervals of goodness using pipe model and hose model. 

As it is clear  from Figure 6, more  than  60%  of  the VPN 
trees found and evaluated by EA for both models were in 
the  good solution sub-space (bar chart highly skewed 
towards the right), i.e. in the goodness interval [0.6-0.8]. 
This confirms the evolutionary nature of the algorithm.  

Figure 7 tracks the cost of the best solution over time. As 
is clear, EA converges within a maximum of 40 iterations 
for the hose model and the pipe model. 

 
Figure 7. Goodness of best solution found by EA vs. iteration number for 

network Net3 using the pipe model and hose model. 

Figure 8 represents the cost of the obtained VPN trees. We 
observe that the cost increases as well as decreases, 
confirming the stochastic nature of EA. It explores a subset 
of possible-solutions and elects the best one observed during 
the entire search. 

 
Figure 8.  The cost variation during the iterations in pipe and hose models. 

As illustrated in Figure 9, in practice, the execution time 
grows linearly with the network size. However, theoretically 
the worst time complexity is cubic in the network size. As it 
is clear, EA perform better in terms of execution time for 
provisioning VPN tree using the pipe model than using the 
hose model.   

 
Figure 9. Execution time comparison for different network sizes for the pipe 

and hose models. 

Figure 10 shows the tree cost for varying network sizes. 
EA performs better in terms of tree bandwidth reservation 
cost using the pipe model than the hose model.  

 
Figure 10. Bandwidth cost comparison of VPN trees obtained with the pipe 

model and the hose model. 

Figure 11 shows the over-provisioning factor for varying 
network sizes of the provisioned VPN trees by the hose 
model compared with those obtained by the pipe model. We 
can see that the over-provisioning factor is below 2.5.  

 

Figure 11. Bandwidth over-provisioning factor of VPN trees obtained by 
the pipe model and the hose model. 

VI.CONCLUSIONS 
This paper proposes an evolutionary based algorithm for 

the provisioning of VPN trees using either a pipe or a hose 
workload. Our proposed Evolutionary Algorithm (EA) is 
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based on the Simulated Evolution Meta heuristic introduced 
in [20]. EA was always able to find a low cost feasible VPN 
tree if one exists. As time elapsed, EA progressively zoomed 
towards a better solution subspace, a desirable characteristic 
of approximation iterative heuristics. Numerical results on a 
set of test cases show an over-provisioning factor of at most 
3 achieved by the hose model in bandwidth reservation over 
the pipe model. But the over-provisioning of the hose model 
can be well offset by the benefits it delivers in terms of ease 
of specification, flexibility, reduced blocking, decreased 
traffic loss, multiplexing gain and characterization. 
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