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Abstract—An early warning system can be defined as a chain of information communication systems comprising sensor, detection, decision, and broker subsystems, in the given order, working in conjunction, forecasting and signaling disturbances adversely affecting the stability of the physical world; and giving sufficient time for the response system to prepare resources and response actions to minimize the impact on the stability of the physical world.

In this paper, we present a framework for a recommender system for crisis management.

This framework uses the actions already implemented to manage former crises to enhance the management of a given crisis. The main idea is to recommend the actions already implemented in those former crises that are similar (the similarity between two crises is based on some indicators such as the gap (hurricane, tsunami, ...)) as the actions to be implemented.

Finally, this paper proposes to exploit the knowledge gained from past experiences to make the best decision (i.e. the best actions to implement) in order to better manage a crisis ready to occur.
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I. INTRODUCTION

Early warning systems are contextualized and used in many fields such as school [1], finance [2], [3], environment [4], [5], humanitarian [6], [7], [8], biology [9], ...

An early warning system can be defined as a chain of information communication systems comprising sensor, detection, decision, and broker subsystems, in the given order, working in conjunction, forecasting and signaling disturbances adversely affecting the stability of the physical world; and giving sufficient time for the response system to prepare resources and response actions to minimize the impact on the stability of the physical world [10]. Thus it is a set of tools to predict disasters, dropouts, ... [11], [12].

Early warning systems face two fundamental problems. First, there is the informational problem of obtaining both the necessary quantity and quality of intelligence in a reliable and timely fashion. Second, there is the analytic problem of avoiding misperception or other faulty analysis (likelihood of diffusion and/or escalation of the conflict, potential risks, ...) [7].

In fact, [13] explains that "Natural hazards, such as storms, droughts, volcanic eruptions, or earthquakes, become disasters only if a community or population is exposed to the natural hazard and cannot cope with its effects. Torrential rain in the middle of an ocean will not cause a disaster, but the same heavy rainfall on a vulnerable population say a shanty town on the side of a hillside stripped of trees - may result in landslides and a huge loss of life. A minor drought may cause a famine if a region's agricultural production is already highly stressed by civil war. A community that lacks an early warning system for volcanic eruptions will be devastated when volcanic ash clouds bear down upon them. Vulnerability is the potential additive that mixes with natural hazards to cause disasters”.

[11] points out the fact that former experiences have to be taken into account in order to improve the decisions to make or the actions to implement as part of the crisis management, in particular via the use of early warning systems.

Consequently, in this paper, we propose to put in place a recommender system based on former experiences / knowledge in order to guide the decision-makers when warnings appear, i.e., to recommend actions to implement / decisions to make using the ones implemented / made during former similar situations (circumstances).

The paper is organized as follows: Section 2 presents related work, Section 3 introduces our generic framework. We discuss future work in Section 4.

II. RELATED WORK

Early warning systems are specific to the context / field for the one they are implemented. However, eight early warning system characteristics have been defined [14]: continuity in operations, timely warnings, transparency, integration, human capacity, flexibility, catalysts, apolitical. The ones that are interesting in our context are:

- flexibility: this characteristic can be improved,
- integration: an early warning system is a part of a whole, some other parts can be added, for example, a recommender system,
- apolitical position: we propose to recommend former actions that have maybe been implemented by different political parties.

According to [11] and [13], a complete and effective early warning system comprises four elements: risk knowledge, monitoring and warning service, dissemination and
communication, and response capability. Among these four elements, three are more interesting in our context:

- Risk knowledge: [11] indicates that there exists a problem of safeguarding and use of data, especially for old data. Having a tool integrating former experiences / knowledge can be an improvement.
- Monitoring: [11] indicates that there is a lack of data exchange and procedure sharing. Having a tool integrating former experiences / knowledge coming from different sources can be an improvement.
- Communication: [11] indicates that it is difficult to integrate lessons from the past (experiences or warnings). Having a tool integrating former experiences / knowledge coming from different sources and using what happens in the past to make a decision in the present can be an improvement.

Moreover, [15] and [16] highlight the importance of taking into account current knowledge [15] but also past knowledge [16].

Additionally, [17] and [18] emphasize the need of putting in place early warning systems that are efficient, relevant and user-centered and that allow interactions between all tools, persons and other available actors. As a result, international collaborations [12] and information sharing mechanisms [17] have to be set up.

Finally, early warning systems produce warnings. But, a simple warning is often not enough, in particular for a politician. In case of crisis, one wants solutions, i.e., actions to implement / decisions to make [11], [19].

To overcome these shortcomings, we propose to use a recommender system (see [20] for a survey). Recommender systems are a particular form of information filtering designed to present information items (movies, music, books, images, web pages, ...) that may interest the user.

Recommender systems have been studied in many fields, cognitive science, information retrieval [21], [22], web [23], [24], e-commerce [25], web usage mining [26], [27] and many others. The problem of recommendation can be summarized by the problem of estimating scores for items that have not been seen by a user. Indeed, the number of items and the number of users of the system can be very important, it is, therefore, difficult for each user to see all items or that each item is evaluated by all users. It is therefore necessary to estimate the scores for items not yet evaluated.

Intuitively, this valuation is usually based on the scores given by a user to other items and other information that will be formally described below. When it is possible to estimate the scores for items not yet evaluated, then the items with the highest scores may be recommended to the user. More formally, [28] formulates the problem of recommendation in the field of e-commerce as follows.

**Definition:** Recommendation for e-commerce

Given $P$ the set of all users and $M$ the set of all possible items that can be recommended (such as books, movies, restaurants, ...). Given $u$ a function measuring the utility of an item $m$ for a user $p$, i.e., $u : P \times M \rightarrow \mathbb{R}$. Then, for each user $p \in P$, we want to choose the item $m' \in M$ that maximizes the utility for the user: $orall p \in P, m'_p = \arg\max_{m \in M} u(p, m)$.

In recommender systems, the utility of an item is usually represented by a score that indicates how a particular user liked a particular item. For example, the user *Michel* gave the score 3 (the maximum score being 10) to the movie "Harry Potter".

**Example:**

In this example, items are movies that the users Elsa, Camille, Michel and Nicolas have given a score. We obtain the matrix $P \times M$:

<table>
<thead>
<tr>
<th></th>
<th>Harry Potter</th>
<th>Ice Age</th>
<th>Ice Age 2</th>
<th>Hulk</th>
<th>Transformers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elsa</td>
<td>8</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Camille</td>
<td>9</td>
<td>8</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Michel</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Nicolas</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Note that a cell $(i, j)$ of this matrix corresponds to the utility score given to the movie $j$ by the user $i$.

The central problem of recommender systems is that the utility $u$ is not usually defined on the full $P \times M$ space, but only on a subset of it. This means that $u$ must be extrapolated to the entire $P \times M$ space.

In recommendation systems, the utility is typically represented by the scores and is first defined over the items previously rated by users. Therefore, the recommendation engine should be able to estimate / predict the scores of item / user unevaluated combinations and to propose relevant recommendations based on these forecasts.

Once the unknown scores are estimated, actual recommendations of an item to a user are proposed by choosing the highest score among all scores provided for the user, according to the formula given in the previous definition (Recommendation for e-commerce).

A recommendation in e-commerce, as defined previously, is the item $m \in M$ (set of all items (movies, books, ...)) such as the utility for a user $p \in P$ (set of all users) is maximum.

To the best of our knowledge, this is the first work dealing with the problem of recommending actions in crisis management and early warning systems context. The idea of using what the other users (called, collaborative approach) did to generate recommendations is very popular in Information Retrieval [20], and Web Usage Mining [29]. Our contribution is to adapt these existing techniques to our context.
By analogy, we can define a recommendation for warnings as an action \( a \in A \) (set of all possible actions) to implement such as its utility for a warning \( w \in W \) (set of all possible warnings) is maximum.

Definition: Recommendation for warnings
Given \( A \) the set of all possible actions and \( W \) the set of all warnings, given a log of warnings and the corresponding indicators and a current triggered warning and given \( u \) a function measuring the utility of an action \( a \) for a warning \( w \), i.e., \( u : A \times W \rightarrow \mathbb{R} \). Then, for each warning \( w \in W \), the recommended action \( a' \in A \) is the one that maximizes the utility for the warning: \( \forall w \in W, a'_w = \arg\max_{a \in A} u(w, a) \).

Example:
In this example, we just illustrate the obtained matrix \( W \times A \) where a score indicates that the action has been implemented and if this action has been considered as efficient:

<table>
<thead>
<tr>
<th>( w, a )</th>
<th>Action 1</th>
<th>Action 2</th>
<th>Action 3</th>
<th>Action 4</th>
<th>Action 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warning 1</td>
<td>8</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warning 2</td>
<td>9</td>
<td></td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warning 3</td>
<td>3</td>
<td>5</td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Warning 4</td>
<td>5</td>
<td>3</td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Note that a cell \((i, j)\) of this matrix corresponds to the utility score given to the action \( j \) by the warning \( i \).

III. RECOMMENDATION PROCESS

In this section, we describe our generic framework for recommending actions. The framework uses both the characteristics of the current warnings / crises, and the log of former warnings / crises, i.e., the actions implemented during each former crisis. It consists of the three following steps, as illustrated in Figure 1:

1) The first step consists in identifying / selecting into the log, warnings similar to the current triggered warning,
2) The second step consists in extracting the actions that were implemented to manage the former similar warnings,
3) The last step consists in ranking the candidate recommended actions.

The simplified algorithm 1 represents this process. Each step of this process can be parametrized with one or more functions. By changing these parameters, the way how recommendations are computing changes.

Algorithm 1 RecoEWS(\( L, W_c, \) Match, Extract, Rank, Default, Clean, \( \prec \))

Require:
\( L \): The log of former triggered warnings,
\( W_c \): The current triggered warning,
Match: A match function between two warnings,
Extract: A function extracting actions,
Rank: A function ranking actions,
Default: A function returning a default recommendation,
Clean: A function deleting duplicates in a given set,
\( \prec \): An action ranking.

Ensure: An ordered set of recommendations

\[
\begin{align*}
SimW & \leftarrow \emptyset \quad \text{// for the similar warnings} \\
CandAct & \leftarrow \emptyset \quad \text{// for the candidate actions} \\
\text{for each warning } w_i \in L & \text{ do} \\
SimW & \leftarrow SimW \cup Match(w_i, W_c) \\
\text{end for} \\
\text{for each warning } w_i \in SimW & \text{ do} \\
CandAct & \leftarrow CandAct \cup Extract(w_i) \\
\text{end for} \\
Clean(CandAct) & \text{ if } CandAct \neq \emptyset \text{ then} \\
\quad & \text{return } Rank(CandAct, \prec) \\
\text{else} & \text{return } Default(L) \\
\text{end if}
\end{align*}
\]

A. Data sources

First of all, we give an overview of what we consider as our sources.

Each time a warning is set off by the early warning system, then the decision-makers have first to decide if this warning is sufficient major to be taken into account. If this warning is major, the decision-makers have to set up some actions in order to face the crisis / problem pointed out by the early warning system. Thus, the warning triggered by the early warning system can generate, or not, the implementation of a certain number of actions. From our point of view, in both cases, the triggered warning is important and has to be logged.

Each warning is associated to a set of indicators. These indicators have also to be logged. In fact, these indicators are thresholds, values intervals, characteristics, ... For example, the Stockholm International Peace Research Institute (SIPRI) identifies 1260 indicators of early warning ([30]) that can be divided into indicator categories (and sub-categories) such as justice and human rights, socio-cultural factors, geopolitical setting, military and security, ... (see [31] for more details). Unfortunately, it seems that indicators are specific to each kind of risk / crisis.
In [32], the authors try to organize the large volume of indicators present in 30 different models and show the diversity of indicators and the special repartition among the different categories. Their review can be helpful in answering future questions about: (i) What information the models use to anticipate future events, (ii) How are the early warning models alike, (iii) How are they different, ...

Thus, the authors highlight that comparing indicators and so, warnings from different early warning systems is an hard task.

Our work is a first step towards a recommender system for early warning systems. So, this problem is not the topic of our proposition but it will be a challenge to rise in future work. Finally, in addition to the warning and the corresponding indicators (and values), we consider that the actions implemented to answer to the triggered warning have also to be logged.

More formally, the warning triggered by the early warning system can be seen as a 3-uple containing the warning description, the set of pairs of an indicator and its value and the set of implemented actions. Note that the set of implemented actions can be empty if the decision-maker do not decide to implement some actions when a warning is triggered by the early warning system.

So, we have, for each warning \( W_i \), \( \forall i \in \mathbb{N}^{+*} \):

\[
W_i = \{ \text{Description}_i, \{ \langle \text{Indicator}_1^i, \text{Value}_1^i \rangle, ..., \langle \text{Indicator}_m^i, \text{Value}_m^i \rangle \} \},
\]

where \( m \in \mathbb{N}^+ \) and \( n \in \mathbb{N}^{+*} \).

Note that, in this paper, we consider that indicators are the same for each warning (only the corresponding values are different).

Finally, our data are composed of a log of former triggered warnings and the current triggered warning.

**B. Identifying similar crises**

Using the log of former triggered warnings and the current triggered warning, this first step consists in identifying similar warnings. We propose to use a match function. This function is used to find a set of warnings matching a given warning. In fact, this match function is used to search among the set of former warnings which ones are matching the current triggered warning. This function outputs a set of warnings similar to the current warning. Note that this returned set can be empty.

A first example of the match function simply consists in comparing, for each logged warning, each pair \( \langle \text{Indicator}_1^i, \text{Value}_1^i \rangle \) to each pair \( \langle \text{Indicator}_c, \text{Value}_c \rangle \) of the current warning where \( \text{Indicator}_1^i = \text{Indicator}_c \). It comes to compare \( \text{Value}_1^i \) and \( \text{Value}_c \).

Because the values of the indicators can be quantitative or qualitative, some similarity measures can be used and \( l \) or combined. One purpose easy to implement is to use the cosine similarity which is a (well-known and often used) measure of similarity between two vectors of an inner product space that measures the cosine of the angle between them. One of the advantages of this measure is that it is normalized, i.e., the returned similarity measure between the two vectors is bounded between 0 and 1.

In fact, for each warning, the indicator vector \( \vec{w}_i \) is composed by the indicator values \( \langle \text{Value}_1^k, \forall k \in [1..n] \rangle \) such as (according to the notation given Section III-A):

\[
\vec{w}_i = (\text{Value}_1^1, \text{Value}_2^1, ..., \text{Value}_n^1)
\]

The formula of cosine similarity is:

\[
sim(\vec{w}_1, \vec{w}_2) = \frac{\vec{w}_1 \cdot \vec{w}_2}{\|\vec{w}_1\| \|\vec{w}_2\|} = \frac{\sum_{k=1}^{n} \text{Value}_k^1 \text{Value}_k^2}{\sqrt{\sum_{k=1}^{n} \text{Value}_k^1^2} \sqrt{\sum_{k=1}^{n} \text{Value}_k^2^2}}
\]

Some more sophisticated and more appropriated similarity measures have to be proposed in future work such as, for example, semantic similarity for qualitative indicators.

**C. Extracting actions to recommend**

The match function of the previous step outputs a set of similar logged warnings, \( \text{SimW} \), matching the current triggered warning. The goal of this step is to extract a set of actions that will be the basis for the recommendation. Our purpose consists in extracting for each warning of \( \text{SimW} \), the corresponding set of actions, without duplicates. The obtained set of actions, \( \text{CandAct} \), is the set of unordered recommendations which is returned.

**D. Ranking the recommended actions**

In the previous step, a set of recommendations is obtained. The purpose of this next step is to select the most relevant one w.r.t a satisfaction criterion expressed by the user. To this end, an action ranking is needed, that orders the candidate recommendations. Again, there are many ways of ranking the candidates, from very basic to sophisticated ones. We list here just few:

- Ranking the candidates according to their number of occurrences
- Ranking the candidates according to a user profile. For example, some actions sometimes can not be implemented in a given context.
- Ranking the candidates according to the order of the corresponding warning into the log, i.e., the most recent implemented actions will be rank first. For example, diffusion channels evolve over time.

**E. Default recommendation**

As previously noted, the set of candidate recommendations can be empty: when no similar warning is founded or when the set of similar warnings is empty. In such a case, some recommender systems are able to provide the user with a default recommendation. Of course, various default recommendations can be proposed to the user. Unfortunately, considering our context of crisis management and the impacts
and stakes of such a context, and according to the status of this work, we consider that it is better to recommend anything as default recommendation. Proposing an efficient default recommendation is an interesting research issue.

IV. EXAMPLE OF INSTANTIATION

In this section, we display a possible instantiation of our framework to illustrate the applicability of our algorithm.

Suppose the early warning system triggers a warning, \( W_e \), and our log \( L \) of former triggered warnings is composed by three warnings \( W_1, W_2, W_3 \) such as:

\[
\begin{align*}
W_e & = \{ \text{Desc}_c, \{ \langle I_1, V_1 \rangle, \langle I_2, V_2 \rangle, \langle I_3, V_3 \rangle, \langle I_4, V_4 \rangle \}, \emptyset \} \\
W_1 & = \{ \text{Desc}_1, \{ \langle I_1, V_1 \rangle, \langle I_2, V_2 \rangle, \langle I_3, V_3 \rangle, \langle I_4, V_4 \rangle \}, \{A_1, A_2, A_3\} \} \\
W_2 & = \{ \text{Desc}_2, \{ \langle I_1, V_6 \rangle, \langle I_2, V_7 \rangle, \langle I_3, V_8 \rangle, \langle I_4, V_9 \rangle \}, \{A_4, A_3\} \} \\
W_3 & = \{ \text{Desc}_3, \{ \langle I_1, V_{10} \rangle, \langle I_2, V_2 \rangle, \langle I_3, V_3 \rangle, \langle I_4, V_4 \rangle \}, \{A_1, A_6\} \}
\end{align*}
\]

The corresponding utility matrix could be:

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{u(w,a)} & A_1 & A_2 & A_3 & A_4 & A_5 & A_6 \\
\hline
W_1 & 6 & 5 & 6 & 7 & 8 & 6 \\
W_2 & 9 & 6 & 6 & & & \\
W_3 & & & & & & \\
W_e & 9 & 5 & 6 & & & \\
\hline
\end{array}
\]

First, by representing each warning with an indicator vector, we obtain:

\[
\begin{align*}
W_e & = (V_1, V_2, V_3, V_4) \\
W_1 & = (V_1, V_2, V_3, V_5) \\
W_2 & = (V_6, V_7, V_8, V_9) \\
W_3 & = (V_{10}, V_2, V_3, V_4)
\end{align*}
\]

Suppose now computing the cosine similarity shows that \( \text{sim}(W_e, W_1) = \text{sim}(W_e, W_3) \) and \( \text{sim}(W_e, W_2) >> \text{sim}(W_e, W_1) \). So, the first step of our process returns \( \text{SimW} = \{ W_1, W_3 \} \).

Then, our extract function returns the actions corresponding to each warning of \( \text{SimW} \), i.e. \( \text{CandAct} = \{A_1, A_2, A_3, A_4, A_6\} \). This set is then cleaned. So, the second step of our process returns \( \text{CandAct} = \{A_1, A_2, A_3, A_4\} \).

Finally, our rank function orders the candidate actions. Here, we combine the two of the three options we propose Section III-D. In this toy example, from our point of view, the most relevant actions are the ones that frequently occur, then the ones which warnings are more recent. Compare to the other actions, \( A_1 \) occurs twice. And \( W_3 \) is the more recent warning of the log. So, the last step of our process returns the ordered set of actions: \( \{A_1, A_4, A_2, A_3\} \).

The corresponding utility matrix could become:

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{u(w,a)} & A_1 & A_2 & A_3 & A_4 & A_5 & A_6 \\
\hline
W_1 & 6 & 5 & 6 & 7 & 8 & 6 \\
W_2 & 9 & 6 & 6 & & & \\
W_3 & & & & & & \\
W_e & 9 & 5 & 6 & & & \\
\hline
\end{array}
\]

V. CONCLUSION AND PERSPECTIVES

In this position paper, we propose challenges and research issues for recommending actions to implement when a warning is triggered by an early warning system for crisis management. We turn our framework towards a generic framework, in the sense that it can be instantiated to change the way recommendations are computed. We give few examples of how it can be instantiated.

Challenges and research issues to rise include (but are not limited to):

- The implementation of our framework and the conduction of experiments in order to better assess the quality of recommended actions, as well as the assessment of various instantiations of our framework in order to determine to what context they are better adapted.
- The problem of the indicators has been mentioned in this article. Indeed, a large number of indicators exists. They are different depending on the type of risk but also they can be different for the same type of risk. However, no standard exists. A standardization of indicators, for example, by type of risk (or other), seems to be a promising research issue.
- The investigation of other instantiations of our framework. For example, we would like to investigate how to compute the more efficient distance between indicators. As another example, we would like to propose other Match and Rank functions. More precisely, the Match function which is at the heart of the candidate generation, could be instantiated with more sophisticated distances.
- When no recommendation can be computed, considering our context of crisis management and the impacts and the stakes of such a context, the purpose of a smart default recommendation is an interesting research issue.
- The integration of the user knowledge has to be taken into account in our framework. Finding a way in that sense, for example, with the user profile, is another research issue.
- The longer term objective is to provide a generic platform of recommendations that can adapt to the needs of users, types of crises and many other parameters.

This work in progress, which uses the knowledge gained from past experiences to make the best decision in the present, is a first step towards the enhancement of early warning systems and crisis management.
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