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Formulations of optimization problems

Exercise 2.1: Chebyshev approximation

a)

Write the epigraph reformulation of the problem
minimize || || o0,
xeR"

where ||| = maxi<i<p |z;].

Using that ||z|l« > 0, reformulate the epigraph problem so that it consists of a

linear objective function and linear constraints.

More generally, consider the Chebyshev approximation problem

miniﬂrglize |Ay — blloc where A € R™ and b € R".
yeR™

(1)

Find a reformulation of problem (1) as a linear program with the same optimal

value.

Consider now a function ¢ : R™ — R" defined by ¢(y) = [¢i(y)]l"_;, where every

¢; : R™ — R is a nonnegative convex function.
Using the result of the previous question, reformulate the problem

minimize oY)l

as a convex optimization problem in standard form.
Show that the problem

n
minimize ||z||; = E |4
xcRn :
=1
can be reformulated as a linear program with 2n nonnegative variables.

Hint: use that |t| = tT +t~ with tT = max(¢,0) and t~ = max(—t,0).

Finally, consider the robust linear regression problem

miniﬂ?ize |Ay — b||1 where A € R"*™ and b € R™.
yeR™

Find a reformulation of problem (3) as a linear program.
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Exercise 2.2: Equivalent reformulation

Given any € R", we let ||x||p denote the number of nonzero components of «, and we denote the
1/4 ,
ly norm of x by |4 == (31, 27) /% Note that by equivalence of norms, we have

1
lz|ls < |||z < n4||z|4, where |||z = /> ", 27 denotes the Euclidean norm.

a) Find the solutions and optimal value of

minimize ||x||o subject to ||x|2 =1
xTcR”

b) Find the solutions and optimal value of

maximize ||x||4 subject to ||x|j2 = 1.
zcR™

c) Explain in which sense problems (4) and (5) are equivalent reformulations.

Exercise 2.3: Nonlinear equality constraints

Consider the optimization problem

minimizegern  f(z) == 3|z — al3
subject to Z?:_ll 77 =0.

where a € R"™.

a) Show that the feasible set of this problem is convex, and give a description of this

set that only involves convex inequalities and/or linear equalities.

b) Justify that the problem is convex.

c) Find the unique solution to this problem by hand.

d) Use the first-order optimality condition to compute the solution to this problem.

NB: The gradient of the objective is Vf(x) = x — a.

Exercise 2.4: Existence and optimality

We consider the following optimization problem:

minimize,eps  f(x) = 2% + 23 + 3
subject to T+ 2x9 —x3 =4
T, — X2 +x3 = —2.

Justify that the problem is convex, and give a standard form reformulation.
Show that there is a unique solution to the problem.

Hint: Use that f is strictly convex.

Using the first-order optimality condition, check that the point * = [%, %, —g]
is the solution.

What happens to the solution set of this problem in absence of constraints (i.e. the
problem becomes minimize,cgs f(x)) ?

(4)

(5)
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Duality

Exercise 2.5: Convex conjugate

Let f:R™ — R U {oo}. The convex conjugate of f, denoted by f(-), is given by

Yy e R", f(y) = E(siup(f)(yTx — f(x)).

a) Using that the supremum of convex functions is always convex, justify that the function f is
convex.

b) Suppose that f is convex and differentiable on dom(f) = R™. Using the result of question a),
show that for z € R", we have

V() = 2TV [(z) ~ f(2).
c) Give a closed-form expression for f when f is linear on R, i.e. f(x) = a’x +b for some a € R"
and b € R;
d) Show that if f(x) = 3|lz|? = L& x for all z € R, then f = f.

e) Consider the problem
minimizegern  f(x)
subject to Ax =0b.

where A € R*™ et b € R’. Show that the dual function of this problem, denoted by d(u), is
given by _
d(p) = —b"p— f(—ATp).

Exercise 2.6: Weak duality

Consider the problem

exp(—x1) ifxg >0

minimize,cp2 (
?1 00 otherwise.

) ) , where f(x)=
subject to <0,

The domain of the problem is X = {(z1, z2)|z2 > 0}.

a) Justify that this problem is convex. What is its optimal value?

b) Write the dual problem of (6), give a formula for its solution A* and its optimal value d*. What
is then the duality gap?
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Exercise 2.7: Trust-region subproblem

Let H € R™ ™ be a symmetric matrix, g € R™ and 6 > 0. We consider the so-called trust-region
subproblem defined by

Te+xTHx
e (7)

minimizegern  q(x) 1=
subject to T <

where dom(gq) = R"™.
a) Find a diagonal matrix D € R™*" and a vector ¢ € R™ such that problem (7) is equivalent to

minimizezegn  f(x) := c'x + T Dx (8)
subject to xle <1,

where dom(f) = R".

b) Write the primal and dual problems corresponding to (8), and justify that the primal problem is
equivalent to (8).

c) Suppose now that D is not positive semidefinite, i.e. that there exists i € {1,...,n} such that
[D]i; < 0. In that case, it can be shown that problem (8) is equivalent to

minimizegern  f(x)
: T, _ (9)
subject to rx=1,

i) Justify that problem (9) has a solution.
ii) Show that for any A > 0,

wiélﬂ{n {f(m)’wTa: =1} = -A+ wienﬂgn {c"z+ 2T (D + )\I):c’a:Tm =1}.

iii) For any A > maxj<;<y, |[D]i|, show that strong duality holds for problem

minimizegerr  fr(x) = ctx + T (D + M)z — A

s.t. xTe =1. (10)

How is strong duality expressed using the Lagrangian of problem (10)?

iv) Use the result from the previous question to conclude that strong duality holds between
problem (9) and its dual.



