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Abstract

We study a robustness model for graph-problems under vertex-uncertainty. We assume
that any vertex v; of the input-graph G(V, E) has only a probability p; to be present in the
final graph to be optimized (i.e., the final instance for the problem tackled will be only a
sub-graph of the initial graph). Under this model, the original “deterministic” problem gives
rise to a new (deterministic) problem on the same input-graph G, having the same set of
feasible solutions as the former one, but its objective function can be very different from
the original one, the set of its optimal solutions too. Moreover, this objective function is a
sum of 2!V terms; hence, its computation is not immediately polynomial. We give sufficient
conditions for large classes of graph-problems under which objective functions of the robust
counterparts are polynomially computable and optimal solutions are well-characterized. Fi-
nally, we apply these general results to natural and well-known representatives of any of the
classes considered.

1 Introduction

Very often people has to make decisions under several degrees of uncertainty, i.e., when only
probabilistic information about the future is available. We deal with the following robustness
model under data uncertainty. Consider a generic instance I of a combinatorial optimization
problem II. Assume that II is not to be necessarily solved on the whole I, but rather on a
(unknown a priori) sub-instance I’ C I. Suppose that any datum d; in the data-set describing I
has a probability p;, indicating how d; is likely to be present in the final sub-instance I’. Consider
finally that once I’ is specified, the solver has no opportunity to solve it directly (for example
she/he has to react quasi-immediately, so no sufficient time is given her /him). Concrete examples
of such situations dealing with satellite shots planning or with timetabling are given in [24, 25].

What can the solver do in this case? A natural way to proceed is to compute an anticipatory
solution S for II, i.e., a solution for the entire instance I, and once I’ becomes known, to modify S
in order to get a solution S’ fitting I’. The objective is to determine an initial solution S for I such
that, for any sub-instance I’ C I presented for optimization, the solution S’ respects some pre-
defined quality criterion (for example, optimal for I’; or achieving, say, constant approximation
ratio, or ...).

In what follows we restrict ourselves in graph-problems and consider the following very simple
and quick modification® of S: take the restriction of S in the present sub-instance of G. Consider

! As we will see later such a modification strategy does not always produce feasible solutions; in such a case
some more work is needed.



a graph-problem II, a graph G(V, E) of order n, instance of II, and an n-vector Pr = (p1,...,p,)
of vertex-probabilities any of them, say p;, measuring how likely is for vertex v; € V, i =1,...,n
to be present in the final subgraph G’ C G, on which the problem will be really solved. For any
solution S for IT in G and for any V' C V, denote by S’ the restriction of S in V’, i.e., the set
resulting from S after removal of the vertices that do not belong to V. As we have mentioned, S,
can or cannot (depending of the definition of II) be a feasible solution of II in the subgraph G’
of G induced by V’'. Whenever S’ is feasible, denote by m(G’,S’) the objective value of S’
in G’. Then, the value of S for G, denoted by E(G, S) (and frequently called functional), is the
expectation of m(G’,S"), over all the possible G’ C G. Formally, given S, the functional E(G, S)
of S is defined by:

E(G,S)= Y Pr[V]m(G,S) (1)

VICV

where Pr[V'] is the probability that V'’ will be finally the real instance to be optimized and is
defined by: Pr[V'] = [, cy» pi [Ts,ev\v (1 = pi). Obviously, E(G,S) depends also on Pr but,
for simplicity, this dependency will be omitted. Quantity, F (G, S) can be seen as the objective
function of a new combinatorial problem, derived from II and denoted by ROBUST II in what
follows, where we are given an instance G of II and a probability vector Pr on the vertices of G
and the objective is to determine a solution S* in G optimizing E(G,S) (optimal anticipatory
solution). The optimization goal of ROBUST II is the same as the one of II.

This way to tackle robustness in combinatorial optimization is sometimes called a priori
optimization (this term has been introduced by [7]) and can also be seen as a particular case of
stochastic optimization (]9, 26]). In a priori optimization, the combinatorial problem to be solved,
being subject to hazards or to inaccuracies, is not defined on a static and clearly specified instance,
since the instance to be effectively optimized is not known with absolute certainty from the
beginning. Robustness requirements are due to the fact that uncertainty in the presence of data
makes that it is not possible to assign unique values to some parameters of the problems. In such
an approach, the goal is to compute solutions that behave “well” under any assignment of values
to these parameters. Under this model, restrictive versions of routing and network-design robust
minimization problems (in complete graphs) have been studied in [2, 4, 5, 6, 7, 13, 14, 15, 16].
Recently, in [8], the analysis of the robust minimum travelling salesman problem, originally
performed in [4, 13|, has been revisited and refined. In [22, 24] the minimum vertex covering
and the minimum coloring are tackled, while in [20, 21| robust maximization problems, namely,
the longest path and the maximum independent set, are studied. An early survey about a priori
optimization can be found in [3| while, a more recent one appears in [23].

Another way to apprehend robustness under uncertainty is as it is done in [1, 10, 17, 18, 19]. In
this framework, one either identifies different feasible scenarii, or associates an interval of values
rather than one unique value with a parameter. Finally, a third very interesting face of robustness
that model inaccuracy by assigning probabilities to scenarii or to data is apprehended by what
has been called two- and multi-stage stochastic optimization (see, for example, [11, 12, 27| for
recent results on this area).

Our goal is to go beyond study of robust versions of particular combinatorial problems and to
propose a structural study of robustness under uncertainty for the a priori optimization paradigm.
Here, the main mathematical issues (assuming that, given an anticipatory solution S, its restric-
tion to G[V'] is feasible) are:

e the complexity of the computation of E(G,S) which, carrying over 2™ additive terms, is
non-trivially polynomial;

e compact combinatorial characterization (based upon the form of E(G, S)) of S* as optimal
solution of ROBUST II;



e the complexity of computing S*, at least for particular classes of subproblems of the initial
problem.

Notice that, for any problem II, its combinatorial counterpart ROBUST II contains II as subprob-
lem (just consider probability vector (1,...,1) for II). Hence, from a complexity point of view,
ROBUST II is at least as hard as II, that is, if IT is NP-hard, then ROBUST II is also NP-hard,
while if IT is polynomial, then no immediate indication can be provided for the complexity of
ROBUST II, until this latter problem is explicitly studied.

In what follows, in Sections 2, 3 and 4, we deal with three categories of combinatorial graph-
problems exhausting a very large part of the most known ones, namely:

e problems whose solutions are subsets of the input vertex-set verifying some specific property
(Section 2);

e problems whose solutions are collections of subsets of the input vertex-set verifying some
specified non-trivial hereditary property? (Section 3);

e problems whose solutions are subsets of the input edge-set verifying some specific property
(Section 4).

For any of these categories, we give sufficient conditions under which functionals are analytically
expressible and polynomially computable and anticipatory solutions are well-characterized.

In Section 5, we deal with problems having as solutions subsets of the input edge-set verifying
some connectivity properties. For this type of problems, the restriction of S to G[V’] is not
feasible in general, but some additional work (with low algorithmic complexity) is sufficient in
order to render this set feasible. There, as we will see, anticipatory solutions cannot be as well-
characterized as previously, neither complexity of computing S*. However, we give sufficient
conditions under which functionals for the robust counterparts of these problems are computable
in polynomial time.

These structural results immediately apply to several well-known problems, for instance, MIN
VERTEX COVER, MAX INDEPENDENT SET, MIN COLORING, MAX CUT, MAX MATCHING, etc.,
producing so particular results interesting per se. Furthermore, the scope of our results is even
larger than for graph-problems, as problems not originally defined on graphs (e.g., MAX SET
PACKING or MIN SET COVER), are also captured. So, this work can provide a framework for a
systematic classification of a great number of robust derivatives of well-known graph-problems.

In what follows, we deal with problems in NPO. Informally, this class contains optimization
problems whose decision versions belong to NP. Given a combinatorial problem IT € NPO, we
denote by ROBUST I, its robust counterpart defined as described previously and assume that
the vertex-probabilities are independent.

Let A be a polynomial time approximation algorithm for an NP-hard graph-problem II,
let m(G, S) be the value of the solution S provided by A on an instance G of I1, and opt(G) be the
value of the optimal solution for G (following our notation for ROBUST II, opt(G) = E(G, S*)).
The approximation ratio pa(G) of the algorithm A on G is defined by pa(G) = m(G, S)/opt(G).
An approximation algorithm achieving ratio, at most, p on any instance G of II will be called
p-approximation algorithm.

2A property w is hereditary if, whenever is satisfied by a graph G, it is satisfied by any subgraph of G; a
hereditary property = is non-trivial if it is true (satisfied) for infinitely many graphs and false for infinitely many
graphs.



2 Solutions are subsets of the initial vertex-set

In this section, we deal with graph-problems whose solutions are subsets of the vertex-set of the
input-graph and where, given such a solution S and a set V/ C V, the restriction of S in V’, i.e.,
the set S = SNV’ is feasible for G[V']. The main result of this section is stated in Theorem 1.

Theorem 1. Consider a graph-problem II verifying the following assumptions: (i) an instance
of 11 is a vertez-weighted graph G(V, E,@); (ii) solutions of II are subsets of V'; (iii) for any
solution S and any subset V! CV, 8" = SNV’ is feasible for G' = G[V']; (iv) the value of any
solution S C'V is defined by: m(G,S) = w(S) = >_, cgwi, where w; is the weight of v; € V.
Then, the functional of ROBUST II is expressed as: E(G,S) = ZvieS w;p; and can be computed
in polynomial time. Furthermore, the complexity of ROBUST Il is the same as the one of 11.

Proof. Fix a subset V/ C V and an anticipatory solution S for ROBUST II on G. According
to assumption (iii), S’ is feasible for G[V']. Its value is given by: m(G’, ") = 3_ c5wilfyevy-
Then, denoting by 1z the indicator function of a fact ' and using (1) we get:

E(G.S) = Y m(@ S)Pr[V] = Y > wilpery Pr[V]

VICV VICV ;€8

= > wi ) lpevy Pr[V] (2)

v; €S VICV

For any vertex v; € V, let V; = V\ {v;} and V] ={V' CV : V' = {;} UV" V" C V;}. Using
also the fact that presence-probabilities of the vertices of V' are independent, we get:

> Lpevy Pr(V] doPr[V] = > Pr{v}uv’]

VIcV Viev! VeV
= Z Pr[v;]Pr [V"] = Prlv] Z Pr[V"] = p (3)
VICY; VICy;

Combination of (2) and (3) immediately leads to the expression claimed for F(G, S).

It is easy to see that this functional can be computed in time linear in n. Furthermore,
computation of the optimal anticipatory solution for ROBUST II in G, obviously amounts to
the computation of the optimal weighted solution for II in G(V, E,w'’), where, for any v; € V,
w;, = w;p;. Consequently, by this observation and by assumption (iv) in the statement of the
theorem, II and ROBUST II have the same complexity. I

Although computation of the functional is, as we have mentioned, a priori exponential (since
it carries over 2" subgraphs of (), assumptions (i) through (iv) in Theorem 1 allow polynomial
computation of its value. This is due to the fact that, under these assumptions, given a sub-
graph G’ induced by a subset V/ C V, the value of the solution for G’ is the sum of the weights of
the vertices in SNV’. Furthermore, a vertex not in S will never make part of any solution in any
sub-graph of G. Consequently, computation of the functional amounts to determining, for any G’,
which vertices make part of S N V’. This is equivalent with the specification, for any v; € S,
of all the subgraphs to which v; belongs and with a summation of the presence-probabilities of
these subgraphs. This sum is equal to p; (the probability of v;). This simplification is the main
reason that renders functional’s computation polynomial, despite of the exponential number of
terms in its generic expression.

Notice that Theorem 1 can also be used for getting generic approximation results for RO-
BUST II. Indeed, since this problem is a particular weighted version of II, one immediately
concludes that if IT is approximable within approximation ratio p, so ts ROBUST II.



Corollary 1. Under the hypotheses of Theorem 1, whenever I1 and ROBUST Il are NP-hard,
they are equi-approximable.

Theorem 1 has also the following immediate corollary dealing with the case of robust versions of
unweighted combinatorial optimization problems.

Corollary 2. Consider a robust combinatorial optimization problem ROBUST II werifying as-
sumptions (i) to (iv) of Theorem 1 with & = 1. Then, the functional of ROBUST 11, is expressed
as: E(G,S) =}, cspi and can be computed in polynomial time. Furthermore, ROBUST II is
equivalent to a weighted version of I1 where vertez-weights are the vertex-probabilities.

Corollary 2 is somewhat weaker than Theorem 1 since it does not establish the equivalence
between II and ROBUST II but rather a kind of reduction from IT to ROBUST II stating that the
latter is a priori harder than the former one. As a consequence, whenever II is NP-hard, so is
ROBUST II whereas if 11 is polynomial, the status of ROBUST II remains unclear by Corollary 2.

2.1 Applications of Theorem 1

Theorem 1 can be applied to a broad class of problems that fit its four conditions, as ROBUST
MAX INDEPENDENT SET ([21]), ROBUST MIN VERTEX COVERING ([22]), etc. We describe in what
follows two further applications, namely, ROBUST MAX INDUCED SUBGRAPH WITH PROPERTY 7
and ROBUST MIN FEEDBACK VERTEX-SET.

2.1.1 ROBUST MAX INDUCED SUBGRAPH WITH PROPERTY T

Consider a graph G(V, E) and a non-trivial hereditary property. A feasible solution for MAX
INDUCED SUBGRAPH WITH PROPERTY 7 is a subset V' C V such that, the subgraph G[V'] of G
induced by V' satisfies w. The objective for MAX INDUCED SUBGRAPH WITH PROPERTY T is to
determine such a set V' of maximum-size. Note that, “independent set”, “clique”, “planar graph”
are hereditary properties. In the weighted version of the problem (i.e., the one where positive
weights are associated with the vertices of ), called MAX WEIGHTED INDUCED SUBGRAPH WITH
PROPERTY 7, we search for maximizing the total weight of V.

Given a solution S for MAX WEIGHTED INDUCED SUBGRAPH WITH PROPERTY 7 and an
induced subgraph G[V’] of the input graph G(V, E), the set SNV is a feasible solution for G[V],
since, by the definition of m, if a subset S C V induces a subgraph verifying it, then any subset
of S also induces a subgraph verifying w. Henceforth, MAX WEIGHTED INDUCED SUBGRAPH

WITH PROPERTY 7 fits the conditions of Theorem 1, or of Corollary 2 (for the unweighted case).

2.1.2 ROBUST MIN FEEDBACK VERTEX-SET

Given an oriented graph G(V, A), a feedback vertez-set is a subset V' C V such that V' contains
at least a vertex of any directed cycle of G. In MIN FEEDBACK VERTEX-SET, the objective is to
determine a feedback vertex-set of minimum size.

Remark that, absence of a vertex v from a feedback vertex-set V', breaks any cycle containing
this vertex. If v makes part of an anticipatory solution .S then, since no such cycle that contained v
exists in G’, feasibility of the solution SNV’ does not suffer from the absence of v. So, Corollary 2
applies for this problem.

Note that the weighted version of this problem can be tackled in a similar way.

2.2 Extensions of Theorem 1 beyond graphs

Theorem 1 can also be used to capture problems that are not originally defined on graphs as
ROBUST MAX SET PACKING and ROBUST MIN SET COVER. The robust versions dealt for both



of them consist of considering presence probabilities pq,...,p, for the corresponding elements
of the ground set C. Extensions to these problems are shown in the following Sections 2.2.1
and 2.2.2.

2.2.1 ROBUST MAX SET PACKING

Given a family S = {S1,..., Sn} of subsets of a ground set C' = {c1,...,¢cn}, MAX SET PACKING
consists of determining a maximum size sub-collection 8’ C S such that for any (S;, S;) € 8’ x &',
S; N Sj = 0.

The robust version assumed for MAX SET PACKING consists of considering presence probabili-
ties p1, - . ., pn, for the corresponding elements of C'. A set S; € S is present if at least one of its ele-
ments is present. So, denoting by Pr[S;] the presence probability of the set S; = {¢i,, ¢iy, - . -, Ci,
we get:

k
Pris]=1-]] (1 -ps) (4)
j=1

Consider the following very well-known transformation of an instance (S, C) of MAX SET PACK-
ING into an instance G(V, E') of MAX INDEPENDENT SET:

e for any 5; € S, add a new vertex v; € V;
e for any pair (S;, ;) € S x S, if S; NS; # 0, then add an edge (v;,v;) € E.

It is easy to see that, under the above transformation, any set packing in (S,C) becomes an
independent set of GG of the same size and vice-versa.

So, given a robust model for MAX SET PACKING, one can transform, as described just pre-
viously, its instance (S,C) into a graph G(V,E) and one can consider vertex probabilities
p(vi) = Pr[S;], ¢ = 1,...,m, where v; is the vertex added for S;. A feasible MAX INDEPEN-
DENT SET-solution S’ in G corresponds to a sub-family S’ consisting of the sets represented by
the vertices of S” and is indeed a set packing. On the other hand, an induced subgraph G[V'] of G
corresponds to a sub-instance I’ of (S, C') induced by the sets represented by the vertices of V'
(according to the rule that a set is present if at least one of its elements is in I’). Then, taking
the restriction of S’ in V' amounts to consider the restriction of S’ in I’. It is easy to see that this
restriction is a feasible set packing for I’. So, MAX SET PACKING, being an independent set prob-
lem, meets conditions of Corollary 2 (or of Theorem 1 for MAX WEIGHTED SET PACKING). Hence,
given an instance (S, C') of MAX SET PACKING, with element-probabilities p;, for any ¢; € C, and
a feasible solution S’ of (S, C), then E((S,C),S’) = > g.cs Pr[Si], where Pr[S;] is as defined
in (4). Then, the robust version of MAX SET PACKING amounts to a particular weighted version
of MAX SET PACKING where each set S; = {¢;,,...,¢;, } in S is weighted by Pr[S,].

2.2.2 ROBUST MIN SET COVER: when sets become vertices

Given a collection § = {S1,...Sn} of subsets of a ground set C' = {cy,...,c,} (it is assumed
that Ug,esS; = C), MIN SET COVERING consists of determining a minimum-size set cover of C,
i.e., a minimum-size sub-collection S’ of S such that Ug,csS; = C.

We use the same robust model for MIN SET COVER, i.e., we consider presence probabilities
D1, - - -, Pn for the corresponding elements of the ground set C'. As previously in Section 2.2.1, a
set S; € S is present if at least one of its elements is present. So, Pr[S;] is given by (4). We give
a formulation of MIN SET COVER as a graph-problem and according this formulation, we show
that ROBUST MIN SET COVER fits conditions of Theorem 1.

Consider an instance (S, C) of MIN SET COVER and construct Gg(Vs, Eg, £), an edge-labelled
multi-graph, as follows:



e for any set S; € S, add a vertex v; € Vg;
e for any pair S;, Sj of sets in S, add a new edge (v;, v;) labelled by ¢, only if ¢, € S; N S;.

Under this formulation, MIN SET COVER amounts to determine the smallest subset of vertices
covering all the labels in Gg. Then, an analysis very similar to the one for ROBUST MAX SET
PACKING in Section 2.2.1, concludes that, under the considered formulation, MIN SET COVER
meets conditions of Theorem 1 (for the weighted case) or of Corollary 2 (for the unweighted
one).

3 Solutions are collections of subsets of the initial vertex-set

We now deal with problems the feasible solutions of which are collections of subsets of the initial
vertex-set. Consider a graph G(V, E) and a combinatorial optimization graph-problem II whose
solutions are collections of subsets of V' verifying some specified non-trivial hereditary property
(e.g., independent set, clique, etc.). The following theorem characterizes functionals and optimal
anticipatory solutions for such problems.

Theorem 2. Consider a graph- problem II verifying the following assumptions: (i) an instance
of I is a graph G(V, E); (ii) a solution of II on an instance G is a collection S = (V1,..., Vi) of
subsets of V' any of them satisfying some specified non-trivial hereditary property; (iii) for any
solution S and any subset V! C V, the restriction S’ of S in' V', i.e., ' = (VinV' ..., ViNV'),
is feasible for G' = G[V']; (iv) the value of any solution S C V of I is defined by: m(G,S) =
|S| = k. Then, E(G,S) = 25:1(1 - H’Uie‘/j(l —pi)) and can be computed in polynomial time.
ROBUST II amounts to a particular weighted version of 11, where the weight of any vertex v; € V
is 1 — p;, the weight w(V;) of a subset V; C 'V is defined by w(V;) =1 — Hvievj(l — pi) and the

objective function to be optimized is equal to ZVJEC w(Vj).

Proof. Consider an anticipatory solution S = (Vi,V,...,V}) and a subgraph G’ = G[V]
of G. Denote by k¥ = m(G’,S’), the value of the solution obtained on G’ as described in
assumption (iii). Then, from (1), E(G,S) = >y Pr[V']K.

Consider the facts F;: V; NV’ # 0 and F;: V; NV’ = (. Then, k' can be written as
K=" I, = S (- 15,) and E(G, S) becomes:

j=1 j=1
k
EGS) = S P[> (1-15)
VIV J=1
k k
= S Pr[V]Y 1= > P VYl
Vicy j=1 VICV Jj=1
k k
= Z Z Pr [V’] —Z Z Pr [V] Ly,nvi=0
J=1Vv'CV J=LvicV
k k
— k—ZH(l—pi) = Z 1—H(1—pz‘) (5)
J=1lv;€Vj Jj=1 v; €V}

It is easy to see that computation of F(G,S) can be performed in at most O(n) steps; conse-
quently, ROBUST II is in NPO. Furthermore, by (5), the characterization of the feasible solutions
for ROBUST II claimed in the statement of the theorem is immediate. 1



What does play a central role for yielding result of Theorem 2, is the fact that property
satisfied by the sets of the collection is hereditary. This allows to preserve sets Vi,...,V; in
the solution returned by SNV;, ¢ = 1,...,k, unless they are empty and, consequently, to
express E(G, S) as in (5), in terms of facts F; and Fj.

Assume that p; = 1, for any v; € V. Then, by (5), E(G,S) = k and ROBUST II coincides in
this case with II.

Corollary 3. IfII is NP-hard, then ROBUST II is also NP-hard.

As for Corollary 2, Corollary 3 settles complexity only for the case where II is NP-hard, leaving
unclear the status of ROBUST II when II € P.

3.1 Applications of Theorem 2

Theorem 2 has also application for numerous combinatorial optimization problems, as ROBUST
MIN COLORING (|24]), ROBUST MIN PARTITION INTO CLIQUES, etc. In what follows we describe
two further applications, namely, to ROBUST MIN COMPLETE BIPARTITE SUBGRAPH COVER and
ROBUST MIN CUT COVER.

3.1.1 ROBUST MIN COMPLETE BIPARTITE SUBGRAPH COVER

Given a graph G(V, E), a solution of MIN COMPLETE BIPARTITE SUBGRAPH COVER is a collection
C = (Vi,Va,..., Vi) of subsets of V such that the subgraph induced by any of the V;’s, i =
1,...,k, is a complete bipartite graph and for any edge (u,v) € E there exists a V; containing
both u and v. The objective here is to minimize the size |C| of C.

Consider a solution S = (Vi,...,V;) MIN COMPLETE BIPARTITE SUBGRAPH COVER and a
subset V' C V. The set S = (Vi NnV',...,Vx N V'), is feasible for G’ = G[V’]. Indeed, if a
vertex v disappears from some subset V; of an anticipatory solution S, the surviving set V; always
induces a complete bipartite graph. Furthermore:

e except the edges that have been disappeared (the ones incident to v) any other edge remain
covered by the surviving sets of S;

e property “is a complete bipartite graph” is hereditary.

So, ROBUST MIN COMPLETE BIPARTITE SUBGRAPH COVER meets the conditions of Theorem 2.

3.1.2 ROBUST MIN CUT COVER

Given a graph G(V, E), a feasible solution for MIN CUT COVER is a collection (V1,..., V) of V
such that any V;, i = 1,...,k is a cut, i.e., for any (u,v) € E, there exists a V; such that either
ueViand v ¢V, oru¢V;and v € V;. The objective is to minimize the size of the collection.

Consider a solution S = (V1,...,V)) for MIN cUT COVER. If a vertex v € V is absent, then
any edge incident to v is also absent. But, absence of a vertex together with any edge incident to
it, does not affect the edges present to the final graph G'(V’, E’), that remain feasibly covered by
endpoints any of them belonging to distinct cuts. Hence, S’ = (ViNV', ..., ViNV’) is feasible for
MIN CUT COVER, that meets the conditions of Theorem 2, since property “is a cut” is hereditary.

3.2 ROBUST MIN SET COVER: when elements become vertices

As in Section 2, application of Theorem 2 can go beyond graphs. We give in this section another
formulation of MIN SET COVER as a graph-problem that can be seen as a kind of dual with
respect to the formulation given in Section 2.2.2. We show that, according this new formulation,



ROBUST MIN SET COVER fits conditions of Theorem 2. As we will see, both ways to tackle
ROBUST MIN SET COVER lead to the same result.

Consider an instance (S,C) of MIN SET COVER and this time construct an edge-colored
multi-graph Go(Ve, Ec, 575) as follows:

e for any ¢; € C, add a vertex v; € V;

e for any pair ¢;,c; of elements in C, add a new edge (v;,v;) colored with S only if S}, O
{Ci, Cj}.

In the so-constructed graph G¢ a set S; = {¢;,,...c;,} € S becomes a clique on vertices
Viyy ..., 0, € Vo all the edges of which are colored with the same color S;; we will call such
a clique a unicolored clique. Under this alternative formulation, MIN SET COVER can be viewed
as a particular clique-covering problem where the objective is to determine a minimum size
covering of Vo by unicolored cliques.

Consider a set cover 8’ for the initial instance (S, C') and a sub-instance I’ of (S, C') consisting
of some elements of C' and of the subsets of S including these elements. These objects correspond,
in G, to a vertex-covering by unicolored cliques and the subgraph G¢. of G¢ defined with respect
to I'. Restriction of 8" in I’, can be viewed, with respect to G¢ as restriction of the initial vertex-
covering by unicolored cliques to the vertices of G¢. just as described in Section 3. Observe finally
that “unicolored clique” is a hereditary property. So, under this formulation, ROBUST MIN SET
COVER exactly fits conditions of Theorem 2.

So, according to any of the formulations used for MIN SET COVER, given an instance (S, C)
of MIN SET COVER, with element-probabilities p;, for any ¢; € C, and a feasible solution &’
of (S,0), then, E((S,C),8") = > g.es(1— chesi(l —pj)) and can be computed in polynomial
time. The robust version of MIN SET COVER amounts to a particular weighted version of the
initial problem where each set S; = {¢;,,...,¢; } in S is weighted as in (4).

Hence, ROBUST MIN SET COVER is indeed a simple weighted version of MIN SET COVER,
where one has to determine a set cover minimizing its total weight. In this sense, the problem
dealt seems to be simpler than the majority of the problems captured by Theorem 2 as, for
instance MIN COLORING. This is due to the fact that, dealing with MIN SET COVER, there is
a polynomial number of unicolored cliques in G¢ (the sets of S) candidate to be part of any
solution, while, for MIN COLORING the number of the independent sets that may be part of a
solution is exponential.

3.3 A generic approximation result for the problems fitting conditions of Theorem 2

This section extends an approximation result of [24] for ROBUST MIN COLORING, in order to
capture the whole of problems meeting the conditions of Theorem 2.

Consider such an NPO problem II, an instance G(V, E) of II, set n = |V| and consider a
solution S = (V4,..., Vi) of I on G. Denote by pmin and pmax the minimum and maximum
vertex-probabilities, respectively. Then, the following bounds hold for E(G, S):

max sz Z Z plp]7k7pm1n < ( < min {sz X NMPmax; } (6)

i=1 j=i+1

Observe first that the rightmost upper bound for F(G, S) in (6) is immediately derived from the
expression for E(G, S) in the statement of Theorem 2.

We now prove the leftmost upper bound and lower bound of (6). We first produce a framing
for the term 1 — Hvievj (1 — p;). For simplicity, assume |V;| = ¢ and arbitrarily denote vertices



in V; by v1,...,vp. Then, by induction in £ the following holds:

¢ ¢ ¢ ¢
Spi=> Y pp<1i-J[0-p)<D pi (7)
i=1 i=1

i=1 j=i+1 i=1

Indeed, for the left-hand side of (7), observe first that it is true for £ = 1 and suppose it true for
U=, i, D2y pi— Doy 2 Pipg < 1= [y (1 —pi), or

K

H(lfpz 1*sz+z Z bibj (8)

=1 i=1 j=i+1

Suppose now that £ = k + 1 and multiply both terms of (8) by (1 — px+1); then:

Kk+1
[[Ta-p) < 1—sz+22png (1= Prt1)
=1 =1 j=i+1
= 1- sz + Z Z DiDj — Pr+1 + Pr+1 sz Pr+1 Z Z Dbipj
=1 j=1+1 =1 j=i+1
rk+1 k+1 k+1 rk+1 k+1 k+1
= 1_2102“‘2 szpj anrlZ szpj < 1_21)2_‘_2 szpj
i=1 j=i+1 i=1 j=i+1 i=1 j=i+1

which proves the left-hand side inequality in (7).

For the right-hand side of (7), we show by induction on ¢ that Hle(l —pi)=>1-— Zle Di-
This is clearly true for £ = 1. Suppose it also true for any ¢ < k, i.e., [[7;(1—p;) = 1= ps.
Then, by multiplying both members of this inequality by (1 — px11), we get that the product
obtained is equal to 1 — puy1 — Sor pi + Det1 Sy i = 1= 35 py, qeend.

Taking the sums of the members of (7) for m = 1 to k, the right-hand side inequality
immediately gives E(G,S) < Y., pi.

We now prove that E(G,S) = 370 pi — D1y Y i_; 11 PiPj, .., the leftmost lower bound
claimed in (6). From the left-hand side of (7), we get:

Ek: sz Z Z Pipj :Zn:pi_ Zk:i EZ: pipj 2 sz Z Z pip;  (9)

m=1 = i=1 j=i+1 i=1 m=1 i=1 j=i+1 i=1 j=1+1

Observe that, from the first inequality of (7), we have:

k V4 0 V4 k V4
S (S 0o S <z(1—n<1—pi>) (10

m=1 \ =1 i=1 j=1+1 m=1 =1

The righthand side of (10) is exactly E(G, S). Putting this together with (9), the leftmost lower
bound for E(G,S) in (6) is proved.

Finally, in order to derive the rightmost lower bound in (6), observe that [, Sj(l —pi) <
(1 = pmin)! %! < 1 — pin, 1€, 1 — Hvies,(l — Pi) 2 Pmin- Summing for j = 1 to k, we get the
bound claimed. ’

We are ready now to study an approximation algorithm for the whole class of problems
meeting Theorem 2. Fix a vertex-probability p/, assume that there exists a p-approximation
polynomial time algorithm A for II, and run the following algorithm, called RA for ROBUST II:

10



1. partition the vertices of G into three subsets: the first, V7 including the vertices with
probabilities at most 1/n, the second, Vs, including the vertices with probabilities in the
interval [1/n, p'] and the third, V3, including the vertices with probabilities greater than p';

2. feasibly solve II in G[V;] and G[V5] separately;
3. run A in G[V3];

4. take the union of the solutions computed in steps 2 and 3 as solution for G.

Theorem 3. If 4 achieves approximation ratio p for 11, then RA approximately solves in polyno-
mial time the robust version of I within ratio O(\/pn).

Proof. Denote by S* = (V/*,...,V}%) an optimal anticipatory solution and by S = (Vl, ey Vk)
the approximate solution computed in step 4 and, respectively by S} = (Vlfl, . .,V@ﬂ ;) and
S; = (Vl»iw"’VISil,i)’ the optimal and approximate solutions in G[V;], i = 1,2,3. Denote
by S*[Vi], S*[V2] and S*[V3] the restrictions of S* in G[V1], G[V2] and G[V3], respectively. Denote
finally by n;, the orders of G[V;], for i = 1,2, 3, respectively. The proof is based upon the following
claims:

1. any feasible polynomial time approximation algorithm for ROBUST II achieves in G[V;]
approximation ratio bounded above by 2;

2. any feasible polynomial time approximation algorithm for ROBUST II achieves in G[V3]
approximation ratio bounded above by O(np');

3. assuming that A achieves approximation ratio p for II, algorithm RA, when running in G[V3],
achieves approximation ratio bounded above by p/p’ for ROBUST II.
For Claim 1, using (6) for S; and S, we get: E(G[Vi],51) < >ty p; and E(G[V1],57) >
Doty i — 2oty >3k 1 pipj. Combining them, we derive:

ni ni ni 2 ni

>, Y. pipj ( i>_ ?
E(G[W1],57) S . =lsi ’ _ 1 z;p i;p
E(GW],S) = )

n1
> Dpi 2 pi
i=1 =1
ni ni 9 ni
2P 2D > pi

> 1_2':; + z:nll > 1_7,:;
2 Z bi
i=1

(11)

Since p;’s are smaller than 1/n and n; < n, the right-hand side of (11) is at least as large as 1/2.
Hence, the approximation ratio of any algorithm for II in G[V;] is at most 2, and the proof of
Claim 1 is complete.

We deal now with Claim 2. Here, for any v;, p; > 1/n. Consequently, 1 — Hvie‘,j*Q(l —pi) =
1— (1= @q/m)Vel > (v ol/m) — (IViSl(IVi] — 1)/2n?) where the last inequality is an easy
application of the left—hand side of (7) w1th pZ = 1/n for any vertex v;. Furthermore:

Vi _ 1l (i =) [%] () [ =) | [l [

2n2 oon 2n 2n 2n

i

(12)
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Summing inequality (12) for j = 1,...,|S5], we get E(G[V2], S5) = na/2n, where ng is the order
of G[V5]. On the other hand, using the leftmost upper bound in (6) we get E(G[V2], S2) < nap'.
The bounds for E(G[V2],S;) and E(G[Vz], S2) immediately derive approximation ratio at most
2np’ = O(np') and the proof of Claim 2 is complete.

We now turn to Claim 3. Using the rightmost lower bound of (6), E(G[Vs],S5) > |S5|p'.
On the other hand, by the rightmost upper bound of (6), E(G[V3],S3) < |S3|. So, assuming
that A achieves ratio p for II, step 3 achieves ratio |S3|/|S5|p" for G[V3], that turns out to a ratio
bounded above by p/p’, completing so the proof of Claim 3.

We prove that, for any k € {1,2,3}: E(G,S*) > E(G[Vi],S*[Vk]) = E(G[Vk|, S};). Remark
that S*[V}] is a particular feasible solution for G[Vj]; hence: E(G[Vy], S*[Vi]) = E(G[V4], Sy).
In order to prove the first inequality, fix a k and consider a component, say VJ* of S*. Then,
the contribution of V;* in S*[Vj] is: 1 — Hvievj*mvk(l —pi) < 1-— Hvievj*(l — p;), which is its
contribution in S*. Iterating this argument for all the colors in C*[V}], the claim follows.

Algorithm RA solves separately each G[Vi], k € {1,2,3} and returns as solution S the union
of the colors used. Hence, E(G, S) = E(G[V1], S1) + E(G[V2], S2) + E(G[V3],S3). On the other
hand, E(G,S*) is at least as large as any of E(G[V4],S;), k € {1,2,3}. So, the ratio of the
algorithm in G is at most the sum of the ratios proved by Claims 1, 2 and 3, i.e., at most
02+ np’ + (p/p)).

Remark that the ratio claimed in Claim 2 is increasing with p’, while the one in Claim 3 is
decreasing with p’. Equality of expressions np’ and p/p’ holds for p’ = /p/n. In this case the
value of the ratio obtained is O(,/pn), and the proof of the theorem is now complete. i

4 Solutions are subsets of the initial edge-set

We deal in this section with problems for which solutions are sets of edges. Notice that whenever
a vertex is absent from some subset V' C V', the edges incident to it are also absent from G[V"].
So, our assumption is that, given a solution (in terms of a set of edges) S, and a set V! C V
inducing a subgraph G[V'] = G'(V', E') of G, the set S N E’ is feasible for II in G’. The main
result for this case, is the following theorem.

Theorem 4. Consider a graph-problem II verifying the following assumptions: (1) an instance
of I is an edge- (or arc-) valued graph G(V, E,Z); (2) any solution of Il on any instance G is a
subset of E; (3) for any solution S and any subset V' C V| denoting by G'(V', E") the subgraph
of G induced by V', the set SNE' is feasible; (4) the value of any solution S C E of 1 is defined by:
m(G,S) =w(S) = Z(ij)es {(vi,vj), where £(v;,v;) is the valuation of the edge (or arc) (vs, v;)
of G. Then, the functional of ROBUST II is expressed as: E(G,S) = Z(v,-,v]-)es L(vi,v;)pip; and
can be computed in polynomial time. Furthermore, dealing with their respective computational
complexities, ROBUST II and Il are equivalent.

Proof. Set S’ = SN E’; by the assumptions of the theorem, S’ is feasible for G’. Furthermore,
m(G",S") = > L(vi,vj)1{(;v;)ery- Then, using (1):

(vi,vj)GS
E(G.S) = Y m(GS)Pr[V] = Y D (vi,v) lery Pr[V]
VICV VICV (v;,05)€8
= Z E(Ui,vj) Z 1{(1]1.7%.)6]3/} Pr [V’] (13)
(Ui,Uj)ES VICV

Any edge (or arc) (v;,vj) € E belongs to G’ = G[V'], if and only if both of its endpoints belong
to V'. Let Vij =V \ {vj,v;} and V;; = {V' CV : V' = {v;} U{v;} UV", V" C V;}, the set of
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all the subsets of V' containing both v; and v;. Using also the fact that presence-probabilities of
the vertices of V' are independent, we get:

D Ywwpesy Pr[V] = D7 Pr[V/] = > Pri{u}u{o}uv’]

vicy viev, VICV;
= Y ppiPr[V] = pip; > Pr[V"] = pip; (14)
et et

Combination of (13) and (14) immediately leads to the expression claimed for the functional.

It is easy to see that this functional can be computed in time quadratic with n. Further-
more, computation of an optimal anticipatory solution for ROBUST II in G obviously amounts
to a computation of an optimal solution for IT in an edge- (or arc-) valued graph G(V, E, 7 )
where, for any (v;,v;) € E, ¢'(v;,vj) = £(v;,vj)p;pj. Consequently, by this observation and by
assumption (4), IT and ROBUST II have the same complexity. Il

The reasons for which the functional derived in Theorem 4 becomes polynomial are quite
analogous to the ones in Theorem 1. Since an edge that does not belong to the anticipatory
solution S will never be part of any solution in any subgraph G’(V’, E’) of G, the computation
of the functional amounts to the specification, for any G’, of the set SN E’. This is equivalent to
first determining, for any edge e € S, all the subgraphs containing e and next to a summation
of the probabilities of these subgraphs.This sum equals to the product of the probabilities of the
endpoints of e.

Let us note that, as in Section 2, Theorem 4 can be used for getting generic approximation
results for ROBUST II. Since this problem is a particular weighted version of II, one immediately
concludes that if I is approximable within approximation ratio p, so is ROBUST II.

Corollary 4. Under the hypotheses of Theorem 4, whenever II and ROBUST Il are NP-hard,
they are equi-approximable.

Corollary 5. Consider a robust combinatorial optimization problem I1 verifying assumptions (1)
through (4) of Theorem 4 with /=1 Then, the functional of ROBUST Il is expressed as:
E(G,S) = Z(ij)es pipj and can be computed in polynomial time and ROBUST II is equivalent
to an edge- (or arc-) valued version of II where the values of an edge is the product of the
probabilities of its endpoints.

4.1 Application of Theorem 4 to ROBUST MAX MATCHING

In MAX MATCHING, the objective is, given a graph G(V, E) to determine a maximum-size match-
ing, i.e., a maximum-size subset of F such that its edges are pairwise disjoint, in the sense that
they have no common endpoint.

Clearly, MAX MATCHING in both edge-valued and non-valued graphs, fits conditions of Theo-
rem 4 and Corollary 5, respectively. Moreover, since MAX WEIGHTED MATCHING is polynomial,
both ROBUST MAX WEIGHTED MATCHING and ROBUST MAX MATCHING are polynomial also.

4.2 Application of Theorem 4 to ROBUST MAX CUT

We deal here with MAX CUT in both edge-valued and unitary edge-valued graphs. Consider a
graph G(V, E). In MAX CUT (resp. MAX WEIGHTED CUT) we wish to determine a maximum
cardinality (resp., maximum weight) cut, that is to partition V' into two subsets Vi and V5
such that a maximum number of edges (resp., maximum-weight set of edges) have one of their
endpoints in V; and the other one in V5.

13



(a) A graph G with a cut S (b) Some “surviving” sub-
(thick edges) graph and the “surviving”
solution

Figure 1: An example for ROBUST MAX CUT.

We can represent an anticipatory cut S as a set of edges in such a way that whenever
(vi,v;) € S, v; € Vi and v; € Vo, For example, in Figure 1(a), where for simplicity val-
ues of edges are not mentioned, the cut partitions V in subsets V3 = {1,3,4,7,10,13} and
Vo = {2,5,6,8,9,11,12} and the anticipatory cut S (thick edges) can then be written as
S =1{(1,2),(3,6),(4,2),(4,5),(4,6),...,(13,11)} (where edges are ranged in lexicographic or-
der). In Figure 1(b), we present graph’s and cut’s states assuming that vertices 4, 6 and 11 are
absent. The solution S’ considered misses in all edges of S having at least one endpoint among
{4,6,11} but it obviously remains a feasible cut for the surviving graph.

Hence, both weighted and cardinality ROBUST MAX CUT meet the conditions of Theorem 4
and Corollary 5, respectively. Consequently, MAX CUT being NP-hard, ROBUST MAX WEIGHTED
CUT and ROBUST MAX CUT are also NP-hard.

5 When things become complicated

In this section we tackle edge-weighted graph-problems where feasible solutions are connected
sets of edges (for example, paths, trees, cycles, etc.) but we assume that, given a solution S and
a set V' C V inducing a subgraph G[V'] = G'(V', E’) of G, the set SN E’ is not always feasible
for G'.

Formally, consider a problem II where a feasible solution is a connected set S of edges.
Consider also that vertices in S are ordered in some appropriate order. Assume that operation
S N E' results in a set of connected subsets Cy,Ca,...,Cy of S but that S” = UF_ C; is not
connected (i.e., S” does not constitute a feasible solution for II). Assume also that connected
subsets C1, Cy, . .., Cy are also ranged in this order (always following some appropriate ordering
implied by the one of S).

We consider a kind of “completion” of S” by additional edges linking, for i = 1,...,k—1, the
last vertex (in the ordering considered for S) of C; with the first vertex of C;11. In other words,
given S (representing a connected set of edges), we apply the following algorithm, denoted by A
in the sequel:

1. range the vertices of S following some appropriate order;
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2. compute SN E’; let Cp,Cs,...,Ck be the resulting connected components of S N E’;
3. fori=1,...,k — 1, use an edge to link the last vertex of C; with the first vertex of Cj1;
4. output S’ the solution so computed.

Obviously, in order that step 3 of A is able to link components C; and Cji1, an edge must
exist between the vertices implied; otherwise, A is definitely unfeasible. So, in order to assure
feasibility, we make, for the rest of the section the basic assumption that the input graph for the
problems tackled is complete.

In what follows, we denote by V[S’] the set of vertices in S’ and set G"(V'[S'], E") = G[V[S"]].
Also, we denote by [v;,v;] the set {viy1,vit2,...,vj—1} (i < j in the ordering assumed for )
such that: (a) forany £ =4,i+1,...,5—1, (v, ve41) € S (i.e., [v4, v;] is the set of vertices in the
path linking v; to v; in S, where v; and v; themselves are not encountered®) and (b) v; and v;
belong to consecutive* connected subsets C,, and Cint1, for some m < k.

Theorem 5. Consider a robust combinatorial optimization problem ROBUST Il wverifying the
following assumptions: (i) instances of I are edge-valued complete graphs (Kn,ﬁ_ﬁ =G(V, E,E);
furthermore, in the robust version of Il any vertex v; € V' has a presence-probability p;; (ii) a
solution of I1 is a subset S of E verifying some connectivity property; (iii) given an anticipatory
solution S (the vertices of which are ranged in some appropriate order), algorithm A computes
a feasible solution S', for any subgraph G'(V',E', 1) = G[V'] of G (obviously, G' is complete);
(iv) m(G,S) = Z(vi,v]-)es l(vi,v5). Then, E(G,S) is computable in polynomial time and is

expressed by: E(G,S) =3, vyes (Vi 03)PiPs + 20, 0y e s £V 03)Pips T, efo, 0, (1 — P1)-

Proof. Denote by C[E'], the set of edges added to S” during the execution of step 3 of A.
Obviously, S = S” UC[E']; also, if an edge belongs to C[E’], then it necessarily belongs to E[S],
the set of edges in E induced by the endpoints of the edges in S. By assumptions (i) to (iii), S’
is a feasible set of edges. Furthermore:

m(G8) = D L) Ywwpest = O L(0i0) L uesruce) (15)
(Ui,’l)]')EE (’Ui,Uj)EE

By construction, any element of C[E’] is an edge (or arc) the initial endpoint of which corresponds
to the terminal endpoint of a connected subset C; of S and the terminal endpoint of which
corresponds to the initial endpoint of the “next” connected subset C;y; of S. Then, for any
subgraph G’ of G, the following two assertions hold: (1) S C E”, and (2) any edge that does
not belong to E”, will never be part of any feasible solution. Indeed, for such an edge, at least
one of its endpoints does not belong to V[S’]; so, C[E'] C E”. We so have from (15):

m(G,8) = Z € (viyv5) L wpesmucieny = Z € (vis v5) 1o, 05 es700(ET)
(vi,vj)GE (”Ui,”U]')EE”
= > Ln) Ywwpesy + D L0i05) L(up)eciE)
(’Ui,’l}j)EE” (’Ui,'l)j)EE”
= Y Cnv) Ywwpery T >, L0 05) LwwecE) (16)
(vi,v;)ES (vi,v)EE"\S

3Tt is assumed that if [v;,v;] = 0, then I, co Uj](l —p) =0.
4With respect to the order Ci, ..., Ck.
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Using (16), we get:

E (G, S) = Z Z l (’Ui, Uj) 1{(vi,vj)€E’} + Z 14 (Ui, ?)j) 1{(1)1.71]],)60[]5/]} Pr [V/]
VICV (vi’vj)es (U,‘,’L)J')GE"\S
= Z 6 (’Ui, Uj) Z 1{(vi,vj)€E’} PI‘ [VI}
(’l)i,”Uj)ES V’QV
+ Y L) Y Yepectn Pr V7] (17)
(’U,’,’Uj)EE”\S VICV

As in the proof of Theorem 4, the first term of (17) can be simplified as follows:

Do L) Y Yeemy PrV] = Y0 £(viv) pip; (18)

(vi,vj)ES V’QV (vi,vj)ES

Using (18) in (17), we get:

E(G, S) = Z 14 (Ui,vj)pipj + Z 14 (vi,vj) Z 1{(1)1_,%)60[}3,]} Pr [V’] (19)
(U'L,’Uj)ES (vi,vj)EE”\S VICV

We now deal with the second term of (19) that, in this form seems to be exponential. Consider
some edge (v, vj) added during step 3 in order to “patch”, say connected components C; and Cj;
of the anticipatory solution S. Since (v;,v;) ¢ S, there exists in S a sequence p = [v;,v;] of
consecutive edges (or arcs) linking v; to v;. Assume that this sequence is listed by its vertices and
that neither v;, nor v; belong to . Edge (v;,vj) € E”\ S’ is added to S’ just because all the ver-
tices in p are absent. In other words, inclusion (v;, vj) € C[E’] holds for any subgraph G'(V’, E),
where V' € U], with: U, = {V' CV 1 v; € V' ju; € V', any vertex of u = [v;,v;] is absent}.
Consequently, the second sum in the second term of (19) can be written as:

> Ywwpecpy PrV]= Y Pr[V]=pp; [[ 1-m) (20)

4% V'eu; v €[vi,v5]

Combination of (17), (19) and (20) derives the expression claimed for the functional. It is easy
to see that computation of a single term in the second sum of the functional requires O(n)
computations (at most n + 1 multiplications). Since we may do this for at most O(n?) times
(the edges in E), it ensues that the whole complexity of functional’s computation is of O(n?),
that concludes the proof of the theorem. I

The fact that E(G,S) is polynomial is partly due to the same reasons as in Theorems 1
and 4. Furthermore, the order of the additional edges-choices in step 3 of A is also crucial for this
efficience. Indeed, this order is such that one can say a priori under which conditions an edge
(or arc) (v;,vj) will be added in S’. These conditions carry over, the presence or the absence of
the edges initially lying between v; and v; in S.

Unfortunately, in the opposite of Theorems 1 and 4, Theorem 5 does not derive a “good” char-
acterization for the optimal anticipatory solutions of the problems meeting the assumptions (i)
to (iv). In particular, the form of the functional does not imply solution of some well-defined
weighted version of II (the deterministic support of ROBUST II). Indeed due to the second term
of the expression for E(G,S) in Theorem 5, the “costs” assigned to the edges depend on the
structure of the anticipatory solution chosen.

In what follows, we outline some problems dealing with assumptions of Theorem 5. In
particular, we tackle cases where feasible solutions are either cycles or trees.
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5.1 Application of Theorem 5 when the anticipatory solution is a cycle

In this section, we consider MIN TSP and its robust version. Given a complete graph on n vertices,
denoted by K,,, with positive distances on its edges, MIN TSP consists of minimizing the cost of a
Hamiltonian cycle (i.e., of an ordering (vy, v, ..., v,) of V such that v,v; € FE and, for 1 < i <n,
vivi+1 € E), the cost of such a cycle being the sum of the distances of its edges. We shall represent
any Hamiltonian cycle T' (called also a tour in what follows) as the set of its edges; its value
is m(Kn,T) = Y cqpf(vi,vj). Moreover, we arbitrarily number the vertices of K, in the order
that they are visited in T’ so, we can set T' = {(v1,v2),..., (Vi,Vit1),- -+ (Vn—1,0n), (Un,v1)}.

Consider an anticipatory tour T in an edge-valued complete graph K, and a set of absent
vertices. Then, application of step 2 of A may result in a set {Py, Ps, ..., Py} of paths®, ranged
in the order vertices have been visited in T, that is not feasible for MIN TSP in the surviving
graph. In order to render this set feasible, one can link (modulo k) the last vertex of the path P;
to the first vertex of P;1; this is always possible since the initial graph is complete.

U1 V2 U1 U2
o—©O
/ ]
/ |
/ I
/ I
U8 U3 ) |
|
// !
/ |
/ |
/ |
(rd V4 v7 ®-_ ~ :
T~ |
Ve Us Us
(a) An anticipatory tour (b) The tour T” computed
by A

Figure 2: An example of application of algorithm A for ROBUST MIN TSP.

For example, in Figure 2(a), an anticipatory cycle T, derived from a (symmetric) Ky is
shown. In Figure 2(b), we consider that vertices v3, v4, vg and vg are absent. In a first time,
application of Step 2 of A results in a path-set {{(v1,v2)},{vs},{v7}}. In a second time, we will
link vertex vy to vs (using dotted edge (va,v5)) and vertex vs to vy (by dotted edge (vs,v7)).
This creates a Hamiltonian path linking all the surviving vertices of the initial Kg. Finally, we
link vertex vy to v; (by the dotted edge (v7,v1)). We so build a new tour feasibly visiting all the
present vertices of the remaining graph.

It is easy to see that for the case we deal with, all conditions of Theorem 5 are verified.
Consequently, its application for the case of ROBUST MIN TSP gives for F(K,,T) the expression
claimed in the theorem. We so recover the result of [13] about ROBUST MIN TSP. The anticipatory
solution minimizing the functional cannot be characterized tightly by means of Theorem 5, since
the expression for E(K,,T) depends on the particular anticipatory tour T' considered and by
the way this particular tour will be completed in the surviving instance.

5.2 Application of Theorem 5 when the anticipatory solution is a tree

Let us now consider MIN SPANNING TREE. Given an edge-valued graph G(V, E, ), MIN SPANNING
TREE consists of determining a tree 7" spanning V' and minimizing quantity > ., ¢(e). For
reasons that will be understood later (see also [6]) we restrict ourselves to complete graphs. As

5These paths may be sets of edges, or simple edges, or even isolated vertices, any such vertex considered as a
path.
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previously in Section 5.1, we consider a tree by the set of its edges. For any tree T its value is
m(Kp, T) =3 cer Ui, v5).

Note that for ROBUST MIN TSP in Section 5.1, its solution induces an implicit and natural
ordering of the edges. This is not the case here since various orderings can be considered. We

consider the one given by a kind of inverse depth-first-search (dfs) that goes as follows:

e starting from leaf numbered by 1 we first number its incident edge, then one of the edges
intersecting it and so on, until we arrive to a second leaf;

e we then return back to the last vertex of the path incident to an edge not numbered yet
and we continue the numbering from this edge until a third leaf is encountered;

e we continue in this way until all the edges of T" are visited.

This ordering is performed in O(n) for a tree of order n (recall that such a tree has n — 1 edges).

4
4
13
14 3
:
|
: 6
:
|
o
1
11
(a) The ordering of the nodes of an antici- (b) The solution 7" derived from application
patory solution T° of algorithm A on T

Figure 3: When anticipatory solution is a tree.

For example, consider the tree of Figure 3(a) and assume that it is a minimum spanning tree
of some graph on 14 vertices. Starting from the leftmost leaf (numbered by 1) we visit edges
(1,2),(2,3),...,(6,7) in this order; node 7 is another leaf. We then return to node 5 that is the
last node incident to an edge not yet visited, and we visit edges (5, 8),(8,9)(9, 10), (10,11). We
then return to node numbered by 9 and visit edge (9,12). We return back to node numbered
by 4 and visit edges (4,13),(13,14) in this order. The ordering just obtained, partitions the
edges of the tree into a number of edge-disjoint paths Pj, P»,... For instance, dealing with
Figure 3(a), the depicted tree T' is partitioned into 4 paths: P; = {(1,2),(2,3),...,(6,7)},
P, ={(5,8),(8,9)(9,10), (10,11)}, P3s = {(9,12)} and P, = {(4,13),(13,14)}.

Suppose now that some vertices are absent from the initial graph G. Also, let us refer to
the nodes by their numbering in the ordering just described. Then, step 2 of A will produce a
non connected set of edges (forming paths, any of them being a subset of some P;); denote by
{P{,P;,..., P/} the set of paths so-obtained. Order them paths following the order their edges
appear in the inverse dfs paths of 7. For any [ = 1,..., k, we link the last vertex, say i of path P/
to the first vertex, say j, of the path P/ 41+ Since the initial graph is assumed complete, such an
edge always exists.
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We have now to explicit the path [i, j] associated with the edge (i, j) connecting P/ and Fj_ ;.
Starting from T the edges of which are ordered as described, one can, w.l.o.g., renumber the
vertices of the graph in such a way that 7" can be rewritten as T' = {(1,2), (2,3),...,(n—k,n)}.
Then, T can be seen as a sequence of vertices some of them appearing more than once, i.e.,
T =(11,21,31,...,J1,%2,(J + 1)1,...,(n — k)¢, n1), where i < j and i. represents the c-th time
node i is encountered in T'. Based upon this representation, one can reconstruct T in the following
way: for any pair (i, j) of consecutive vertices, edge (i,7) belongs to T if and only if i < j.
Note that a leaf appears only once in the list.

Application of step 2 of A implies that, whenever an absent vertex v is not a leaf, its removal
disconnects T'. In order to reconnect it, we must link the vertex preceding it in the sequence to
the one succeeding it. By the particular form of the sequence considered, any edge (i,7) that
algorithm A is likely to add in order to reconnect T is such that ¢ < j; the corresponding path [i, j]
(i.e., the list of vertices that have to be absent in order that (i,7) is added), is the portion of
the list between 4; and ji, where 7; is the last occurrence of ¢ before the first occurrence j; of
vertex j.

Let us revisit the example of Figure 3(a). The sequence associated with the tree is T =
(I1,...,71,52,81,...,111,99,121,49,13;,14;). Assume now that vertices 2, 5, 11 and 13 dis-
appear from the initial graph. Application of step 2 of A results in the subsequence T’ =
(11,31,41,61,71,81,91,101,992,12;,49,14;). The first connected component (path) in this se-
quence is vertex 1 itself, and the second one is represented by nodes 3 and 4 (3; and 4; in 7");
we so add edge (1,3) in order to connect these two components. The third component is rep-
resented by vertices 6 and 7 (6; and 7; in 7”); edge (4,6) is consequently added. The fourth
connected component is induced by vertices 8, 9, 10 and 12 (81, 91, 101, 92, and 127 in T");
hence, edge (7,8) added. The fifth connected component in the sequence is vertex 4 itself (4o
in 7”) but edge (12,4) is not added because 12 > 4. Finally, the sixth connected component,
vertex 14 (14 in T"), entails introduction of edge (4, 14) that completes the modification of T" by
algorithm A. Figure 3(b), where slotted edges represent edges added during execution of step 3
of A, illustrates what has been just discussed.

Denoting also by T the sequence of vertices representing the anticipatory spanning tree T
and denoting any vertex of the initial graph by its numbering in the inverse dfs explained
above, E(K,,T) can be expressed as claimed by Theorem 5.

6 Final remarks

We have drawn a framework for the classification of robust problems under the a priori opti-
mization paradigm. What seems to be of interest in this classification is that when restriction
of the initial solution to the “present” subgraph is feasible, then the complexity of determin-
ing the optimal anticipatory solution for the problems tackled, amounts to the complexity of
solving some weighted version of the deterministic problem, where the weights depend on the
vertex-probabilities. These weights do not depend on particular characteristics of the anticipa-
tory solution considered, thing that allows a compact characterization of optimal anticipatory
solution. On the contrary, when more-than-one-stage algorithms are needed for building solu-
tions, then the observation above is no more valid. In this case, one also recovers some weighted
version of the original problem, but the weights on the data cannot be assigned independently
of the structure of a particular anticipatory solution.
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