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Abstract. Aiming to provide a new class of game dynamics with good long-term rationality
properties, we derive a second-order inertial system that builds on the widely studied “heavy ball with
friction” optimization method. By exploiting a well-known link between the replicator dynamics and
the Shahshahani geometry on the space of mixed strategies, the dynamics are stated in a Riemannian
geometric framework where trajectories are accelerated by the players’ unilateral payoff gradients and
they slow down near Nash equilibria. Surprisingly (and in stark contrast to another second-order
variant of the replicator dynamics), the inertial replicator dynamics are not well-posed; on the other
hand, it is possible to obtain a well-posed system by endowing the mixed strategy space with a
different Hessian—Riemannian (HR) metric structure and we characterize those HR geometries that
do so. In the single-agent version of the dynamics (corresponding to constrained optimization over
simplex-like objects), we show that regular maximum points of smooth functions attract all nearby
solution orbits with low initial speed. More generally, we establish an inertial variant of the so-
called “folk theorem” of evolutionary game theory and we show that strict equilibria are attracting
in asymmetric (multi-population) games — provided of course that the dynamics are well-posed. A
similar asymptotic stability result is obtained for evolutionarily stable states in symmetric (single-
population) games.

Key words. Game dynamics, folk theorem, Hessian—Riemannian metrics, learning, replicator
dynamics, second order dynamics, stability of equilibria, well-posedness.

AMS subject classifications. 34A12, 34A26, 34D05, 70F20, 70F40, 90C51, 91A26.

1. Introduction. One of the most widely studied dynamics for learning and
evolution in games is the classical replicator equation of Taylor and Jonker [46], first
introduced as a model of population evolution under natural selection. Stated in the
context of finite N-player games with each player k € {1,..., N} choosing an action
from a finite set Ay, these dynamics take the form:

Tha = Tha {vka(x) - Z xkﬁvkﬁ(x)} , (RD)

BEAL

where z;, = (Tpa)aca, denotes the mixed strategy of player k (i.e. zp, represents the
probability with which player k selects o € Aj) while vge(2) denotes the expected
payoff to action o € Ay, in the mixed strategy profile x = (z1,...,zy).1

Accordingly, a considerable part of the literature has focused on the long-term
rationality properties of the replicator dynamics. First, building on early work by Akin

*CNRS (French National Center for Scientific Research), LAMSADE-Paris-Dauphine, and Ecole
Polytechnique (Department of Economics), Paris, France.

fCNRS (French National Center for Scientific Research), LIG, F-38000 Grenoble, France, and
Univ. Grenoble Alpes, LIG, F-38000 Grenoble, France.

§Corresponding author.

fThe authors gratefully acknowledge financial support from the French National Agency
for Research under grants ANR-10-BLAN-0112-JEUDY, ANR-13-JS01-GAGA-0004-01 and ANR-
11-IDEX-0003-02/Labex ECODEC ANR-11-LABEX-0047 (part of the program “Investissements
d’Avenir”). The second author was also partially supported by the Pole de Recherche en Mathé-
matiques, Sciences, et Technologies de I'Information et de la Communication under grant no. C-
UJF-LACODS MSTIC 2012 and the European Commission in the framework of the FP7 Network
of Excellence in Wireless COMmunications NEWCOM# (contract no. 318306). The authors would
also like to express their gratitude to Jérome Bolte for proposing the term “inertial”.

1In the mass-action interpretation of population games, xj, represents the proportion of players
in population k that use strategy a € Ay and vy, () is the associated fitness.
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[2] and Nachbar [31], Samuelson and Zhang [38] showed that dominated strategies
become extinct along every interior trajectory of (RD). Second, the so-called “folk
theorem” of evolutionary game theory states that a) Nash equilibria are stationary in
(RD); b) limit points of interior trajectories are Nash; and c¢) strict Nash equilibria are
asymptotically stable under (RD) [18, 19]. Finally, when the game admits a potential
function (in the sense of [30]), interior trajectories of (RD) converge to the set of Nash
equilibria that are local maximizers of the game’s potential [18].

To a large extent, the strong rationality properties of the replicator dynamics
are owed to their dual nature as a reinforcement learning/unilateral optimization
device. The former aspect is provided by the link between (RD) and the so-called
exponential weights (EW) algorithm where players choose an action with probability
that is exponentially proportional to its cumulative payoff over time [23, 28, 36, 44, 48].
In continuous time, this process formally amounts to the dynamical system:

yka = Vka
_ exp(Yra) (EW)
Tha = = 7. U
> 5 exp(Ykp)

and, as can be seen by a simple differentiation, (EW) is equivalent to (RD).

Dually, from an optimization perspective, the replicator dynamics can also be seen
as a unilateral gradient ascent scheme where, to maximize their individual payoffs,
players ascend the (unilateral) gradient of their payoff functions with respect to a
particular geometry on the simplex — the so-called Shahshahani metric, given by the
metric tensor gog(x) = 0ag/Tq for zo > 0 [41]. In this light, (RD) can be recast as:

iy = grady u(z), (1.1)

where gradf ug(x) denotes the unilateral Shahshahani gradient of the expected payoff
function uy(z) = 3, TkaVka(x) of player k [1, 16, 17, 41].2 Owing to this last
interpretation, (RD) becomes a proper Shahshahani gradient ascent scheme in the
class of potential games: the game’s potential acts as a global Lyapunov function
for (RD), so interior trajectories converge to the set of Nash equilibria that are local
maximizers thereof [17, 18].3

Despite these important rationality properties, the replicator dynamics fail to
eliminate weakly dominated strategies [37]; furthermore, as is the case with all first-
order game dynamics [15], they do not converge to Nash equilibrium in all games.
Thus, motivated by the success of second-order, “heavy ball with friction” methods
in optimization [3, 4, 6, 7, 14, 34], our first goal in this paper is to examine whether
it is possible to obtain better convergence properties and/or escape the first-order
impossibility results of [15] in a second-order setting.

To that end, if we replace y by ¢ in (EW), we obtain the dynamics:

gka = Vka
_ exp(yka) (EWQ)
The = ==t
> exp(Ykp)

2For our purposes, “unilateral” here means differentiation with respect to the variables that are
directly under the player’s control (as opposed to all variables, including other players’ strategies).

3By contrast, using ordinary Euclidean gradients and projections leads to the well-known (Eu-
clidean) projection dynamics of Friedman [13]; however, because Euclidean trajectories may collide
with the boundary of the game’s state space in finite time, the folk theorem of evolutionary game
theory does not hold in a Euclidean context, even when the game is a potential one [40].
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These second-order exponential learning dynamics were studied in the very recent
paper [20] where it was shown that (EW5) is equivalent to the second-order replicator
equation:

1ma:$m{Wn@)_§:%Aﬁmm%Mxﬂ
k[T fTha = D, o /Trs)] -

Importantly, under (EW3)/(RD2), even weakly dominated strategies become extinct;
such strategies may survive in perpetuity under the first-order dynamics (RD), so this
represents a marked advantage for using second-order methods in games.

That being said, the second-order system (RD2) has no obvious ties to the gradient
ascent properties of its first-order counterpart, so it is not clear whether its trajectories
converge to Nash equilibrium in potential games. On that account, a natural way to
regain this connection would be to see whether (RD2) can be linked to the “heavy ball
with friction” system:

(RD2)

D2()3k
Dt?

= grady ug(z) — nig, (1.2)
where DD2 7= denotes the covariant acceleration of zp under the Shahshahani metric
and 7 > 0 is a friction coefficient, included in (1.2) to slow down trajectories and
enable convergence. In this way, if the game admits a potential function ®, the total
energy E(z, &) = 3 ||#|* — ®(x) will be Lyapunov under (1.2) (by construction), so
(1.2) is intuitively expected to converge to the set of Nash equilibria of the game that
are local maximizers of ®.

Writing everything out in components (see Section 2 for detailed definitions and
derivations), we obtain the inertial replicator dynamics:*

Zha = Tha [U;m(ac) - Z

1 . . .
+ ixka [xia/xioz - ZﬁEAk xzﬁ/xkﬁ} — NTka,

Trpvrs(2)
e } (IRD)

with the “inertial” velocity-dependent term of (IRD) stemming from covariant differ-
entiation under the Shahshahani metric. Rather surprisingly (and in stark contrast
to the first-order case), we see that (EW5) and (1.2) lead to dynamics that are similar
but not identical: in the baseline, frictionless case ( = 0), (RD2) and (IRD) differ by
a factor of 1/2 in their velocity-dependent terms. Further, in an even more surprising
twist, this seemingly innocuous factor actually leads to drastic differences: solutions
to (IRD) typically fail to exist for all time, so the rationality properties of the first-
and second-order replicator dynamics do not (in fact, cannot) extend to (IRD).

The reason that (IRD) fails to be well-posed is deeply geometric and has to do
with the fact that the Shahshahani simplex is isometric to an orthant of the Euclidean
sphere (a bounded set that cannot restrain second-order “heavy ball” trajectories). On
that account, the second main goal of our paper is to examine whether the “heavy
ball with friction” optimization principle that underlies (1.2) can lead to a well-posed
system with good rationality properties under a different choice of geometry.

To that end, we focus on the class of Hessian-Riemannian (HR) metrics [11, 43]
that have been studied extensively in the context of convex programming [5, 9]; in

4We are grateful to Jérome Bolte for suggesting the term “inertial”.
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fact, the proposed class of dynamics provides a second-order, inertial extension of
the gradient-like dynamics of [9] to a game-theoretic setting with several agents, each
seeking to maximize their individual payoff function. The reason for focusing on
the class of HR metrics is that they are generated by taking the Hessian of a steep,
strongly convex function over the problem’s state space (a simplex-like object in our
case), so, thanks to the geometry’s “steepness” at the boundary of the feasible region,
the induced first-order gradient flows are well-posed. Of course, as the Shahshahani
case shows,” this “steepness” is not enough to guarantee well-posedness in a second-
order setting; however, if the geometry is “steep enough” (in a certain, precise sense),
the resulting dynamics are well-posed and exhibit a fair set of long-term rationality
properties (including convergence to equilibrium in the class of potential games).

The breakdown of our analysis is as follows: in Section 2, we present an explicit
derivation of the class of inertial game dynamics under study and we discuss their
“energy minimization” properties in the class of potential games. Our asymptotic
analysis begins in Section 3 where we discuss the well-posedness problems that arise
in the case of the replicator dynamics and we derive a geometric characterization of
the HR structures that lead to a well-posed flow: as it turns out, global solutions exist
if and only if the interior of the game’s strategy space can be mapped isometrically
to a closed (but not compact) hypersurface of some ambient Euclidean space.

Our rationality and convergence results are presented in Section 4. First, from an
optimization viewpoint, we show that isolated maximizers of smooth functions defined
on simplex-like objects are asymptotically stable; as a result, Nash equilibria that are
potential maximizers are asymptotically stable in potential games. More generally, we
establish the following “folk theorem” for general (multi-population) games: a) Nash
equilibria are stationary; b) if an interior orbit converges, its limit is a restricted
equilibrium; and ¢) strict equilibria attract all nearby trajectories. Finally, in the
framework of symmetric, single-population games, we show that evolutionarily stable
states (ESSs) are asymptotically stable in doubly symmetric games, providing in this
way an extension of the corresponding result for the standard (single-population)
replicator dynamics [18]; by contrast, this result does not hold under the second-order
replicator dynamics (RDs).

For completeness, some elements of Riemannian geometry are discussed in Ap-
pendix A (mostly to fix terminology and notation); finally, to streamline the flow of
ideas in the paper, some proofs and calculations have been delegated to Appendix B.

1.1. Notational conventions. If W is a vector space, we will write W* for its
dual and (w|w) for the pairing between the primal vector w € W and the dual vector
w € W*. By contrast, an inner product on W will be denoted by (-,-), writing e.g.
{w,w’) for the product between the (primal) vectors w,w’ € W.

The real space spanned by the finite set 8 = {54}/, will be denoted by RS and we
will write {e; }ses for its canonical basis. In a slight abuse of notation, we will also use
« to refer interchangeably to either s, or e, and we will write d,p for the Kronecker
delta symbols on 8. The set A(8) of probability measures on 8 will be identified with
the n-dimensional simplex A = {z € R® : }°_ 2, = 1 and 7, > 0} of R® and the
relative interior of A will be denoted by A°. Finally, if {Sy}ren is a finite family of
finite sets, we will use the shorthand (ay; a_y) for the tuple (..., ag_1, g, i1, ... );
also, when there is no danger of confusion, we will write ZZ instead of >_ ¢

5In a certain sense, the Shahshahani metric (and the induced replicator dynamics) is the archety-
pal Hessian-Riemannian metric, obtained by taking the Hessian of the Gibbs negative entropy.
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1.2. Definitions from game theory. A finite game in normal form is a tuple
& = 6(N, A, u) consisting of a) a finite set of players N = {1,...,N}; b) a finite set
Ay, of actions (or pure strategies) per player k € N; and ¢) the players’ payoff functions
up: A — R, where A =[], Ai denotes the set of all joint action profiles (a1, ..., an).
The set of mized strategies of player k will be denoted by X = A(Ax) and we
will write X = [], X for the game’s state space — i.e. the space of mized strategy
profiles * = (z1,...,7y). Unless mentioned otherwise, we will write V; = R** and
V=I[[V= RLx A% for the ambient spaces of Xj, and X respectively.

The ezpected payoff of player k in the strategy profile © = (z1,...,2x5) € X is

1 N
up(x) = Zal- -~ZQN UE(Q1, - ON) Tlay TNy (1.3)

where ug (a1, ..., ay) denotes the payoff of player k in the pure profile (aq,...,ay) €
A. Accordingly, the payoff corresponding to a € Ay in the mixed profile z € X is

1 N
Uka('r) = Zal. a ZC!N uk(ala c. -7O‘N) Tl " 56%1«,,(1  ITNan» (14)

and we have

un(z) = ZZ Pravral(®) = (0 (@)]0) (1.5)

where v () = (Vga(2))aca, denotes the payoff vector of player k at x € X.

In the above, vy, is treated as a dual vector in V}* that is paired to the mixed
strategy xp € Xi; on that account, mixed strategies will be regarded throughout this
paper as primal variables and payoff vectors as duals. Moreover, note that vgs(x)
does not depend on zg, so we have v, = (%“k’; ; in view of this, we will often refer to
Vke as the marginal utility of action o € Ay, and we will identify vg(x) € V* with the
(unilateral) differential of uy () with respect to zy.

Finally, following [30, 39], we will say that & is a potential game when it admits
a potential function ®: X — R such that:

for all x € X and for all & € Ay, k € N, (1.6)

Uke (.Z') - afbk

or, equivalently:
up(wr; k) — up(h; vx) = S(zp;wo)) — O(2); 2 1), (1.7)

for all x;, € X}, and for all x_;, € X_j, = H#k Xy, k€N

2. Inertial game dynamics. In this section, we introduce the class of inertial
game dynamics that comprise the main focus of our paper. For notational simplicity,
most of our derivations are presented in the case of a single player with a finite action
set A ={0,...,n}; the extension to the general, multi-player case is straightforward
and simply involves reinstating the player index k where necessary.

As we explained in the introduction, the dynamics under study in this unilateral
framework boil down to the “heavy ball with friction” system:

D%z

Di?

where gradients and covariant derivatives are taken with respect to a Riemannian

metric g on the game’s state space X = A(A) — for a brief discussion of the necessary
5

= grad u(z) — nz, (HBF)



concepts from Riemannian geometry, the reader is referred to Appendix A. Of course,
in the ordinary Euclidean case (where covariant and ordinary derivatives coincide),
there is no barrier term in (HBF) that can constrain the dynamics’ solution trajecto-
ries to remain in X for all time; as such, we begin by presenting a class of Riemannian
metrics with a more appropriate boundary behavior.

2.1. Hessian—Riemannian metrics. Following Bolte and Teboulle [9] and Al-
varez et al. [5], we begin by endowing the positive orthant C' = RY, = {z € R* :
7o > 0} of the ambient space V = R* of X with a Riemannian metric g(z) that blows
up at the boundary hyperplanes x, = 0 — raising in this way an inherent geometric
barrier on the boundary bd(X) of X.

A standard device to achieve this blow-up is to define g(z) as the Hessian of a
strongly convex function h: C' — R that becomes infinitely steep at the boundary of
C 15,9, 29, 42]. To that end, let 6: [0, +00) = R U {400} be a C*°-smooth function
satisfying the Legendre-type properties [5, 9, 35]:6

1. 6(z) < oo for all z > 0.
2. lim, g+ 0'(z) = —o0. (L)
3. 0"(x) >0and 0" (z) <0 for all z > 0.

We then define the associated penalty function

n

h(z) = 0(xa), (2.1)

a=0

and we define a metric g on C' by taking the Hessian of h, viz.:

0%h
g = = 0505, 2.2
Jap axaaxﬁ aYaB ( )
where the shorthand 0/, a = 0,...,n, stands for 8”(z,). In other words, the Hessi-

an—Riemannian metric induced by 6 is the field of positive-definite matrices
g(x) = diag(0” (o), ...,0"(x,)), z€C. (2.3)

With h strictly convex (recall that §” > 0), it follows that ¢ is indeed a Riemannian
metric tensor on C'; following [5], we will refer to 8 as the kernel of g.

REMARK 2.1. The penalty function h of (2.1) is closely related to the class of
control cost functions used to define quantal responses in the theory of discrete choice
[27, 47] and the class of regularizer functions used in mirror descent methods for
optimization and online learning [29, 32, 33, 42]; for a detailed discussion, we refer
the reader to [5, 9, 10]. In fact, more general Hessian—Riemannian structures can
be obtained by considering C?-smooth strongly convex functions h: C — R that do
not necessarily admit a decomposition of the form (2.1). Most of our results can be
extended to this non-separable setting but the calculations involved are significantly
more tedious, so we will focus on the simpler, decomposable framework of (2.1).7

6Legendre-type functions are usually defined without the regularity requirement " < 0. This
assumption can be relaxed without significantly affecting our results but we will keep it for simplicity.

"In particular, the results that do not hold verbatim are those that call explicitly on # — most
notably, Corollary 3.6.



EXAMPLE 2.1 (The Shahshahani metric). The most widely studied example of
a non-Euclidean HR structure on the simplex is generated by the entropic kernel
05 (x) = xlogx. By differentiation, we then obtain the Shahshahani metric [1, 5, 41]:

g% (x) = diag(1/z0,...,1/z,), =z C, (2.4)
or, in coordinates:

9ap(®) = ap /5. (2:5)

EXAMPLE 2.2 (The log-barrier). Another important example with close ties to
proximal barrier methods in optimization (see e.g. [5, 9] and references therein) is
given by the logarithmic barrier kernel 6% (z) = —logz [5, 8, 12, 26]. The associated
penalty function is h(z) = — > logz, and its Hessian generates the metric

géﬁ(x) = 5a5/x%, (2.6)
or, in matrix form:
gt (x) = diag(1/a2,...,1/22), x€C. (2.7)

An important qualitative difference between the kernels ° and 6% is that the former
remains bounded as x — 0T whereas the latter blows up; this difference will play a
key role with regard to the existence of global solutions.

2.2. Derivation of the dynamics and examples. Having endowed C' with
a Hessian—-Riemannian structure g with kernel 6, we continue with the calculation of
the gradient and acceleration terms of (HBF). To that end, it will be convenient to
introduce the coordinate transformation

mo: (o, 1,y Tn) = (T1, ...y Ty), (2.8)

which maps the affine hull of X isomorphically to Vi = R™ by eliminating xy. The
(right) inverse of this transformation is given by the injection

Lo: (xl,...,a:n)»—>(1—ZZ:1xa,x1,...,xn), (2.9)

so (2.8) provides a global coordinate chart for X that will allow us to carry out the
necessary geometric calculations.

As a first step, let {e,}n_o and {€,}];_; denote the canonical bases of V' and
Vo respectively. Then, under tg, €, is pushed forward to (i9).«€, = €, — €9,® so the
component-wise expression of g in the coordinates (2.8) is:

Juv = (e — €0, eu — €0) = Guv + goo = 0,0, + 67 (2.10)

With this coordinate expression at hand, let f: X° — R be a (smooth) function on X°
and write f = foug, (z1,...,2,) — f(1 =3 ,.T1,...,xy) for its coordinate expres-
sion under (2.9). Referring to Appendix A for the required background definitions,’
the gradient of f with respect to g may be expressed as:

_ ", Of
gradf=g'-Vf= > g axf €n (2.11)
n,v=1 v

8Simply note that the image of the coordinate curve Yu(t) = té, under vg is —teg + tey,.
9We only mention here that grad f is characterized by the chain rule property %f(:r(t)) =
(&(t), grad f(z(t))) for every smooth curve z(t) on X°.
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where g"¥ is the inverse matrix of §,,. By the inversion formula of Lemma B.1, we
then obtain

5‘”‘7” @/l

G = _
Y 1"’
0# HMHV

(2.12)

where ©” = (3, 1/%’)_1 denotes the “harmonic sum” of the metric weights §7.'°
Thus, by carrying out the summation in (2.11), we get the coordinate expression:

o~ L Of
grad f = Z i [ — 0”8 ]eu. (2.13)

Accordingly, if the domain of f: X° — R extends to an open neighborhood of X° (so
Ouf = 0uf — Oof for all z € X°), some algebra readily gives:

19
grad f = 29//{ of @” 6’”E)f ]ea. (2.14)

With regard to the inertial acceleration term of (HBF), taking the covariant
derivative of & in the coordinate frame (2.8) yields:

D%z LB
Dt;‘ =i+ > T dyi, p=1,...n, (2.15)
v,p=1

where the so-called Christoffel symbols f’;p of g are given by:!!

. 1 = ~ aglil/ ag K 89,,
e, =-> g e 2.1
e 2 Zg <8xp + oz, ox,, (2.16)

k=1

After a somewhat cumbersome calculation (cf. Appendix B), we then get:

n ///

DQZL‘ - 1 9/// 2 1 @// 2 ///
Dt;‘ :.Z'H-f— B 9;1 H — 5@ Z 0” €, 9// Z.EV 5 (217)

so, with @9 = — Y_"'_, @, (2.15) becomes:

Dz, . 11 -
D; =da+ = 207 [9”’ 2 — > (0"/65) 04 ﬁ] (2.18)

=0

In view of the above, putting together (2.14), (2.18) and (HBF), we obtain the
iertial game dynamics:

. 1 k
Tra = g |:'Uka - ZB (©%/645) Uk/i]

1 1 11 k " /! //l . (ID)
Y7 eka Lha — Zﬁ (ek/ekﬂ) kﬁxkg — NTka;
ko

1ONote that ©” is not a second derivative; we are only using this notation for visual consistency.

HFor a more detailed discussion the reader is again referred to Appendix A. We only mention here
that the covariant derivative in (2.15) is defined so that the system’s energy E(x, %) = % ll2]|* = u(zx)
is a constant of motion under (HBF) when 1 = 0 (and Lyapunov when 7 > 0).
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where, in obvious notation, we have reinstated the player index k& and we have used

the fact that vg, = aax Ii’” . Since these dynamics comprise the main focus of our paper,

we immediately proceéa to two representative examples:

EXAMPLE 2.3 (The inertial replicator dynamics). The Shahshahani kernel 6(x) =
rlogz has 0"(x) = 1/x and 0" (z) = —1/22, so (ID) leads to the inertial replicator
dynamics:

.. k 1 . k- .
Fho = Tha [v;m — Zﬁ xk,@vw} + 5Tka [m%a/zia — ZB miﬁ/zkﬁ] — Nige. (IRD)

As we mentioned in the introduction, the only notable difference between (IRD) and
the second-order replicator dynamics of exponential learning (RDs) is the factor 1/2 in
the RHS of (IRD) (the friction term 7 is not important for this comparison). Despite
the innocuous character of this scaling-like factor,'? we shall see in the following
section that (IRD) and (RD2) behave in drastically different ways.

EXAMPLE 2.4 (The inertial log-barrier dynamics). The log-barrier kernel 6(x) =

—logz has 0"(z) = 1/2? and 0" (x) = —2/23, so we obtain the inertial log-barrier
dynamics:
T = z? Ve 77“72ka2 Ve + 22 |72 /x3 77"72Zki°2 /mk — NTk
(e ka a k 8 kB VKB ko ka/ Yka k 8 kB B s
(ILD)

where r? = ZZ 3 5- The first order analogue of these dynamics — namely, the system

pe = 22, (Vg — T4 ° > ks ThgUks) — has been studied extensively in the context of
linear programming and convex optimization [5, 8, 9, 12, 26|, while its game-theoretic
properties are discussed in [29].

3. Basic properties and well-posedness. In this section, we examine the
energy dissipation and well-posedness properties of (ID). For convenience, we will
work with the single-agent version of the dynamics (ID) with v = V& for some
Lipschitz continuous and sufficiently smooth function ® on X.'3

3.1. Friction and Dissipation of Energy. We begin by showing that the
system’s total energy

. L .2
B(z,2) = 5 [l2]” - (z) (3.1)
is dissipated along the inertial dynamics (ID) for n > 0 (or is a constant of motion in
the frictionless case n = 0).
PROPOSITION 3.1. The total energy E(x, ) is nonincreasing along any interior
solution orbit of (ID); specifically:

: 12
E=-K =—nlz|", (3.2)
where K = 1 &) is the system’s kinetic energy.

121t is tempting to interpret the factor 1/2 in (IRD) as a change of time with respect to (RD2),
but the presence of 2 precludes as much.

13Here and in what follows, it will be convenient to assume that ® is defined on an open neigh-
borhood of X. This assumption facilitates the use of standard coordinates for calculations, but none
of our results depend on this device.



Proof. By differentiating (3.1) along &(¢), we readily obtain:

E=V,E =1V, (3,i) - V;® = (Vi) — (dD|2)

D%z | ) o .
=\pz'%)~ (grad @, %) = (grad ® — nt, ) — (grad ®, &)

where we used the metric compatibility (A.13) of V in the first line, and the definition
of the dynamics (ID) in the second. O

Proposition 3.1 shows that, for n > 0, the system’s total energy £ = K — ® is
a Lyapunov function for (ID); by contrast, in first-order HR gradient flows [5, 9], it
is the maximization objective ® that acts as a Lyapunov function. As such, in the
second-order context of (ID), it will be important to show that the system’s kinetic
energy eventually vanishes — so that ® becomes an “asymptotic” Lyapunov function.
To that end, we have:

PROPOSITION 3.2. Let x(t) be a solution trajectory of (ID) that is defined for all
t>0. If n >0, then lim;_, o (t) = 0.

To prove Proposition 3.2, we will require the following intermediate result:

LEMMA 3.3. Let x(t) be an interior solution of (ID) that is defined for all t > 0.
If n > 0, the rate of change of the system’s kinetic energy is bounded from above for
all t > 0.

Proof. By differentiating K with respect to time, we readily obtain:

. D2z .
K=V;K = <th,x> = (grad ® — ni, &)
. 2 8(b . .92
= (anli) —n4l° = 30, S —n Y, 04
<AY lial=nBY b, (3.4)

where A = sup |03P| < oo and B = inf{¢”(z) : = € (0,1)}. With A finite and
B > 0 (on account of the Legendre properties of #), the maximum value of the above
expression is (n + 1)A2/(4nB), so K is bounded from above. O

Proof of Proposition 5.2. Let E(t) = 3 |&()]|* — ®(x(t)) be the system’s energy
at time ¢. Proposition 3.1 shows that E = —n||2]*> = —2nK < 0, so E(t) decreases to
some value E* € R; as a result, we also get [~ K(s)ds = (2n)~" (E(0) — E*) < cc.
This suggests that lim;_, ., K (t) = 0, but since there exist positive integrable functions
which do not converge to 0 as t — oo, our assertion does not yet follow.

Assume therefore that limsup, . K(t) = 3¢ > 0. In that case, there exists by
continuity an increasing sequence of times ¢, — oo such that K(t,) > 2¢ for all n.
Accordingly, let s, = sup{t : t < t, and K(t) < €}: since K is integrable and non-
negative, we also have s, — oo (because liminf K(¢) = 0), so, by descending to a
subsequence of ¢,,, we may assume without loss of generality that s, > ¢, for all n.
Hence, if we let J,, = [sn, t], we have:

/0°° SOLED D / K2zey ™ |l (3.5)

which shows that the Lebesgue measure |.J,| of J,, vanishes as t — oo. Consequently,
10



by the mean value theorem, it follows that there exists &, € (sp,t,) such that

: _ K(t,) — K(sn) €
K(&) = T > m, (3.6)

and since |.J,,| — 0, we conclude that limsup K () = co. This contradicts the conclu-
sion of Lemma 3.3, so we get K (t) — 0 and &(t) — 0. d

REMARK 3.2. The proof technique above easily extends to the Euclidean case,
thus providing an alternative proof of the velocity integrability and convergence part
of Theorem 2.1 in [3]; furthermore, if we consider a Hessian-driven damping term in
(ID) as in [4], the estimate (3.4) remains essentially unchanged and our approach may
also be used to prove the corresponding claim of Theorem 2.1 in [4].

3.2. Well-posedness and Euclidean coordinates. Clearly, Proposition 3.2
applies if and only if the trajectory in question exists for all time, so it is crucial to
determine whether the dynamics (ID) are well-posed. To that end, we will begin with
the inertial replicator dynamics (IRD) in the simple, baseline case X = [0, 1], ® = 0,
which corresponds to a single player with two twin actions — say A = {0,1} with
vo =v1 = 0. Setting x =21 =1 — x¢ in (IRD), we then get the second-order ODE:

1 11-22 ,

j:iz(i/foiz/xfiQ/(lfx)):§m$ (3.7)

To solve this equation, let £ = 2¢/z and v = é; after some algebra, we obtain the
separable equation
dv I3
v 4-—&2

dg, (3.8)

which, after integrating, further reduces to:

f=v=-""_\/a_¢, (3.9)

T 4-8

with & = £(0) and vy = v(0) = £(0). Some more algebra then yields the solution

&(t) = &y cos (3.10)

Uiot 4 — £24in viot
vimg VITETUg
From the above, we see that £(t) becomes negative in finite time for every interior
initial position & € (0,2) and for all v € R. However, since £(¢t) = 24/x(t) by
definition, this can only occur if z(t) exits (0, 1) in finite time; as a result, we conclude
that the inertial replicator dynamics (IRD) may fail to be well-posed, even in the
simple case of the zero game.

On the other hand, a similar calculation for the inertial log-barrier dynamics
(ILD) yields the equation:

.y (I—22)(1—2+a?)
- z(1 —xz)(1 — 2z + 222)’

(3.11)

which, after the change of variables £ = logx < 0 (recall that 0 < = < 1), becomes:
e

(1= (e + (1 - e9))
11

f--e

(3.12)



Setting v = f and separating as before, we then obtain the equation:
1—ef
V1 — 28 4 2%’

where C' € R is an integration constant. Contrary to (3.13), the RHS of (3.13) is
Lipschitz and bounded for £ < 0 (and vanishes at £ = 0), so the solution £(t) exists
for all time; as a result, we conclude that the simple system (3.11) is well-posed.

The fundamental difference between (3.7) and (3.11) is that the image of (0, 1)
under the change of variables x — 2,/x is a bounded set whereas the image of the
transformation = — logz is the (unbounded) half-line £ < 0: consequently, the
solutions of (3.9) escape from the image of (0, 1) in finite time, whereas the solutions
of (3.13) remain contained therein for all ¢ > 0. As we show below, this is a special
case of a more general geometric principle which characterizes those HR structures
that lead to well-posed dynamics.

Our first step will be to construct a Euclidean equivalent of the dynamics (IRD)
by mapping X° isometrically in an ambient Euclidean space. To that end, let g be a
Riemannian metric on the open orthant C' = R"+1 of V.= R™! and assume there

exists a sufficiently smooth strictly convex functlon Y: C — R such that:14

g = Hess(1)%. (3.14)

Then, the derivative map G: C — V, z — G(x) = Vi(x), is a) injective (as the

derivative of a strictly convex function); and b) an immersion (since Hess(y)) > 0).
Assume now that the target ambient space V is endowed with the Euclidean

metric §(eq, €3) = dap; we then claim that G: (C,g) — (V,9) is an isometry, i.e.

E=C (3.13)

gleqa,ep) = 0(Gien,Greg) forall o, =0,1,...,n, (3.15)
where G e, denotes the push-forward of e, under G:
=0,1,...,n. 1
Z c%ca Z (‘?xaaz,y a=01...,m (3.16)
Indeed, substituting (3.16) in (3.15) yields:
_ Py —~ % O
O(Grea; Greg) = Z 82?&8:57 dxgdx, O(ex ex) Z ¢ 0260 0x301.

= Hess(1/’)a/3 = gas, (3.17)

so we have established the following result:

PROPOSITION 3.4. Let g be a Riemannian metric on the positive open orthant C
of V.= R If g = Hess(v))? for some smooth function ¢: C — R, the derivative
map G = V) is an isometric injective immersion of (C,g) in (V,0).

As it turns out, in the context of HR metrics generated by a kernel function 6,
G is actually an isometric embedding of (C,g) in (V,§) and it can be calculated by a
simple, explicit recipe.'® To do so, let ¢: (0,+00) — R be defined as:

¢"(x) = /0" (x), (3.18)

14We thank an anonymous reviewer for suggesting this synthetic approach.

15Recall that an embedding is an injective immersion that is homeomorphic onto its image [22].
The existence of isometric embeddings is a consequence of the celebrated Nash—Kuiper embedding
theorem; however, Nash—Kuiper does not provide an explicit construction of such an embedding.
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and consider the coordinate transformation:
To o =0 (20), a=0,1,...,n. (EC)

Letting ¢ (z) = >.""_, #(x4), it follows immediately that the derivative map G = V¢
of ¢ is closed (i.e. it maps closed sets to closed sets), so the transformation (EC)
is a homeomorphism onto its image, and hence an isometric embedding of (C, ¢) in
(R"*1,6) by Proposition 3.4.

By this token, the variables &, of (EC) will be referred to as Fuclidean coordinates
for (C,g). In these coordinates, the image of X° is the n-dimensional hypersurface

§=GX) ={£ e R : 30 (&) (&) =1}, (3.19)

so (ID) can be seen equivalently as a classical mechanical system evolving on S.
Specifically, (EC) yields £, = ¢ (4 )dq = /0 ia and &, = 0 [(21/02)32 + /0 i,
so, after some algebra, we obtain the following expression for the inertial dynamics
(ID) in Euclidean coordinates:

. 1 1 1 . .
b= [t =Y, (©/05) vs] + o >, 0705 /(6523 —néa.  (ID-B)

In this way, (ID-E) represents a classical “heavy ball” moving on the hypersurface S
under the potential field ®: the first term of (ID-E) is simply the projection of the
driving force F' = grad ® on S, the second term is the so-called “contact force” which
keeps the particle on S, and the third term of (ID-E) is simply the friction.

This reformulation of (ID) will play an important part in our well-posedness
analysis, so we discuss two representative examples:

EXAMPLE 3.5. In the case of the Shahshahani metric (2.5), the transformation
(3.18) gives ¢ (x) = \/0"(x) = 1/+/z, so the Euclidean coordinates of the Shahsha-

hani metric are £, = 2./, and X° is isometric to the hypersurface:

S={(eR" & >0, >0 &2 =4}, (3.20)

which is simply the (open) positive orthant of an n-dimensional sphere of radius 2.6
Hence, substituting in (ID-E), the Euclidean equivalent of the dynamics (IRD) will
be given by:

. 1 1 1 :
o = iga |:'Ua - 1 ZB ‘5[231)6:| - §€aK — Nas (3'21)

where K = % > 5 5/23 represents the system’s kinetic energy.

EXAMPLE 3.6. In the case of the log-barrier metric (2.6), we have ¢"(z) = 1/x,
so the metric’s Euclidean coordinates are given by the transformation &, = ¢'(z,) =
log x,. Under this transformation, X° is mapped isometrically to the hypersurface

S={¢eR" ¢, <0, Y e =1}, (3.22)

which is a closed (non-compact) hypersurface of R" 1. In these transformed variables,
the log-barrier dynamics (ILD) then become:

oz et [ro—r 230 v —r e B 0G0 (329

16This change of variables was first considered by Akin [1] and is sometimes referred to as Akin’s
transformation [40].
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10 10 20 20

(a) The inertial replicator dynamics (IRD). (b) Euclidean equivalent of (IRD).

10 10 00

(¢) The inertial log-barrier dynamics (ILD). (d) Euclidean equivalent of (ILD).

Fic. 1. Asymptotic behavior of the inertial dynamics (ID) and their Euclidean presentation
(ID-E) for the Shahshahani metric g° (top) and the log-barrier metric g& (bottom) — cf. (2.5) and
(2.6) respectively. The surfaces to the right depict the isometric image (3.19) of the simplex in
R and the contours represent the level sets of the objective function ®: R3 — R with ®(x,y, z) =
1—(z—2/3)2—(y—1/3)2—22. As can be seen in Figs. (a) and (b), the inertial replicator dynamics
(IRD) collide with the boundary bd(X) of X in finite time and thus fail to mazimize ®; on the other
hand, the solution orbits of (ILD) converge globally to global mazimum point of ®.

where 12 =37 a3 =37, %0,

The above examples highlight an important geometric difference between the
dynamics (IRD) and (ILD): (IRD) corresponds to a classical particle moving under
the influence of a finite force on an open portion of a sphere while (ILD) corresponds
to a classical particle moving under the influence of a finite force on the unbounded
hypersurface (3.22). As a result, physical intuition suggests that trajectories of (IRD)
escape in finite time while trajectories of (ILD) exist for all time (cf. Fig. 1).

The following theorem (proved in App. B) shows that this is indeed the case:

THEOREM 3.5. Let g be a Hessian—Riemannian metric on the open orthant

14



C = Riﬁl and let S be the image of X° under the Euclidean transformation (EC).
Then, the inertial dynamics (ID) are well-posed on X° if and only if S is a closed
hypersurface of R*+1.

From a more practical viewpoint, Theorem 3.5 allows us to verify that (ID) is
well-posed simply by checking that the Euclidean image S of X° is closed. More
precisely, we have:

COROLLARY 3.6. The inertial dynamics (ID) are well-posed if and only if the
kernel 0 of the HR structure of X satisfies fol V0" (z) dx = +o0.

Proof. Simply note that the image S = G(X°) of X° under (EC) is bounded (and
hence, not closed) if and only if fol ¢ (x)dx = fol V" (z) dr < +oo. 0

In light of the above, we finally obtain:

COROLLARY 3.7. The inertial log-barrier dynamics (ILD) are well-posed.

4. Long-term optimization and rationality properties. In this section,
we investigate the long-term optimization and rationality properties of the inertial
dynamics (ID). Specifically, Section 4.1 focuses on the single-agent framework of
(ID) with v = V@ for some smooth (but not necessarily concave) objective function
®: X — R; Section 4.2 then examines the convergence properties of (ID) in the
context of games in normal form (both symmetric and asymmetric).

Since we are interested in the long-term convergence properties of (ID), we will
assume throughout this section that:

The solution orbits z(t) of the inertial dynamics (ID) exist for all time.  (WP)

Thus, in what follows (and unless explicitly stated otherwise), we will be implicitly
assuming that the conditions of Theorem 3.5 and Corollary 3.6 hold; as such, the
analysis of this section applies to the inertial log-barrier dynamics (ILD) but not to
the inertial replicator system (IRD) which fails to be well-posed.

4.1. Convergence and stability properties in constrained optimization.
As before, let X = A(n + 1) be the n-dimensional simplex of V' = R"*! and let
®: X — R be a smooth objective function on X. Proposition 3.1 shows that the
system’s energy is dissipated along (ID), so physical intuition suggests that interior
trajectories of (ID) are attracted to (local) maximizers of ®. We begin by showing
that if an orbit spends an arbitrarily long amount of time in the vicinity of some point
z* € X, then z* must be a critical point of ® restricted to the subface X* of X that
is spanned by supp(z*):

PROPOSITION 4.1. Let x(t) be an interior solution of (ID) that is defined for all
t > 0. Assume further that, for every 6 > 0 and for every T > 0, there exists an
interval J of length at least T' such that maxo{|zs(t) —z5|} < 9 for allt € J. Then:

0o ®(z") = 0P (") for all o, B € supp(z™). (4.1)
For the proof of this proposition, we will need the following preparatory lemma:
LEMMA 4.2. Let &: [a,b] — R be a smooth curve in R such that
§+nE<—m, (4.2)
for some n >0, m >0 and for all t € [a,b]. Then, for allt € [a,b], we have:
N ! (§(a) + mnfl) (1- e’”(t"‘)) —mn Lt - a) ifn >0,

£(a)(t —a) — ym(t — a)? ifn=0.
15
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Proof. The case n = 0 is trivial to dispatch simply by integrating (4.2) twice.
On the other hand, for > 0, if we multiply both sides of (4.2) with exp(nt) and
integrate, we get:

€0 < E(@)e ) — ! (1 e, (4.4)

and our assertion follows by integrating a second time. O

Proof of Proposition 4.1. Set vg = 0g®, B = 0,...,n, and let a be such that
va(x*) < vg(x*) for all B € supp(x*); assume further that v, (2*) # v, (z*) for some
7 € supp(z”). We then have va (2*) = 3 gequpp(ar) © (#7)/05(27) - vg(a*) < —m’ <0
for some m’ > 0, and hence, by continuity, there exists some m > 0 such that

0/ ()1 (va(x) =Y, (0"@)/05() uﬂ(x)) <m<0 (4.5)

for all z € Us = {7 : maxg [vrg — 23| < 0} and for all sufficiently small 6 > 0 (simply
recall that lim, o+ 6" (x) = +o00 and that 0//(z*) > 0).

That being so, fix § > 0 as above, and let M > 0 be such that z, — 2z} < —0
whenever the Euclidean coordinates &, of (EC) satisfy &, < —M. Choose also some
sufficiently large T > 0; then, by assumption, there exists an interval J = [a, b] with
length b —a > T and such that x(t) € Us for all t € J. Since limy o0 2o(t) = 0 by
Proposition 3.2, we may also assume that the interval J = [a, ] is such that &, (a) is
itself sufficiently small (simply note that if z,, is bounded away from 0, £, = ¢ (24 )i
cannot become arbitrarily large).

In this manner, the Euclidean presentation (ID-E) of (ID) yields

. 1 1 . . .
o < —m + iﬁ ZB "0y (%’)255; —néoa < —m—né, forallteJ, (4.6)

where the second inequality follows from the regularity assumption 6”'(z) < 0. How-
ever, with 7" large enough and &, (a) small enough, Lemma 4.2 shows that &, (t) < —M
for large enough ¢ € J, implying that z(t) # Us, a contradiction. We thus conclude
that ve(z*) = vy (¢*) for all o,y € supp(z*), as claimed. o

Proposition 4.1 shows that if 2(¢) converges to * € X, then 2* must be a restricted
critical point of ® in the sense of (4.1). More generally, the following lemma establishes
that any w-limit of (ID) has this property:

LEMMA 4.3. Let ¥ be an w-limit of (ID) forn > 0, and let U be a neighborhood
of ¥ in X. Then, for every T > 0, there exists an interval J of length at least T' such
that z(t) € U for allt € J.

Proof. Fix aneighborhood U of 2 in X, and let Us = {2 : maxg|rg—23| < d} bea
d-neighborhood of 2 such that UsNX C U. By assumption, there exists an increasing
sequence of times t,, — oo such that x(t,) — 2, so we can take x(t,) € Us/, for
all n. Moreover, let ¢/, = inf{t : ¢t > ¢, and z(t) ¢ Us} be the first exit time of x(t)
from U after t,, and assume ad absurdum that ¢/, — ¢, < M for some M > 0 and
for all n. Then, by descending to a subsequence of t, if necessary, we will have
|2 (t]) — x4 (ty)| > §/2 for some « and for all n. Hence, by the mean value theorem,
there exists 7,, € (t,,t,) such that

/ p—
= |x°‘(t;’) - ;Ua(tn)| > % for all n, (4.7)
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implying in particular that limsup |4 ()] > 6/(2M) > 0 in contradiction to Propo-
sition 3.2. We thus conclude that the difference ¢/, — ¢,, is unbounded, i.e. for every
6 > 0 and for every T > 0, there exists an interval J of length at least T such that
x(t) € Us for all t € J. 0

Even though the above properties of (ID) are interesting in themselves (cf. Theo-
rem 4.6 for a game-theoretic interpretation), for now they will mostly serve as stepping
stones to the following asymptotic convergence result:

THEOREM 4.4. With notation as above, let x* € X be a local mazimizer of ® such
that (x —x*) " -Hess(®(z*)) - (x —2*) > 0 for all x € X with supp(z) C supp(z*) — i.e.
Hess(®(x*)) is positive-definite when restricted to the subface of X that is spanned by
x*. Ifn > 0, then, for every interior solution z(t) of (ID) that starts close enough to
x* and with sufficiently speed ||2(0)||, we have lim;_, o z(t) = x*.

Proof. Let z be an w-limit of x(t). By Lemma 4.3, z(t) will be spending
arbitrarily long time intervals near %, so Proposition 4.1 shows that 2 satisfies the
stationarity condition (4.1), viz. d,®(a*) = Jg®(a¥) = v* for all «, B € supp(z*).

We will proceed to show that the theorem’s assumptions imply that z* is the
unique w-limit of x(¢), i.e. limy o x(t) = x*. To that end, assume that x(t) starts
close enough to z* and with sufficiently low energy. Then, Proposition 3.1 shows that
every w-limit of x(t) must also lie close enough to z* (simply note that ®(x(t)) can
never exceed the initial energy E(0) of z(t)); as a result, the support of any w-limit of
x(t) will contain that of x*. However, by the theorem’s assumptions, the restriction
of ® to the face of X spanned by x* is strongly concave near x*, and since x* itself
lies close enough to x*, we get:

>, 0a%(@) - (@ — ap) < B(a*) — 2(a") <0, (4.8)

with equality if and only if 2% = x*. On the other hand, with supp(z*) C supp(z*),
we also get:

D) (eh—xg) = Y 0p2(a”)- (af —af)
B=0

Besupp(z«)
=v* > (zp—ay) =0, (4.9)
Besupp(zv)
so x¥ = x*, as claimed. 0

REMARK 4.3. Since the total energy E(t) of the system is decreasing, Theorem
4.4 implies that x(t) stays close and converges to z* whenever it starts close to z*
with low energy. This formulation is almost equivalent to x* being asymptotically
stable in (ID); in fact, if * is interior, the two statements are indeed equivalent. For
x* € bd(X), asymptotic stability is a rather cumbersome notion because the structure
of the phase space of the dynamics (ID) changes at every subface of X; in view of
this, we opted to stay with the simpler formulation of Theorem 4.4 — for a related
discussion, see |20, Sec. 5].

REMARK 4.4. We should also note here that the non-degeneracy requirement
of Theorem 4.4 can be relaxed: for instance, the same proof applies if there is no z’
near z* such that 0, ®(2") = 0gP(2’) for all o, 5 € supp(z’). More generally, if X* is
a convex set of local maximizers of ® and (4.8) holds in a neighborhood of X* with
equality if and only if ¢ € X*, a similar (but more cumbersome) reasoning shows
that z(t) — X*, i.e. X* is locally attracting.
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REMARK 4.5. Theorem 4.4 is a local convergence result and does not exploit
global properties of the objective function (such as concavity) in order to establish
global convergence results. Even though physical intuition suggests that this should
be easily possible, the mathematical analysis is quite convoluted due to the boundary
behavior of the covariant correction term of (ID) (the second term of (ID-E) which
acts as a contact force that constrains the trajectories of (ID-E) to 5).

The main difficulty is that a Lyapunov-type argument relying on the minimization
of the system’s total energy £ = K — ® does not suffice to exclude convergence to a
point ¢ € X that is a local maximizer of ® on the subface of X that is spanned by
supp(z*). In the first-order case, this phenomenon is ruled out by using the Bregman
divergence Dy, (z*,x) = h(a*) — h(z) — b/ (x;2* — x) as a global Lyapunov function; in
our context however, the obvious candidate E;, = K+ D}, does not satisfy a dissipation
principle because of the curvature of X under the HR metric induced by h.

4.2. Convergence and stability properties in games. We now return to
game theory and examine the convergence and stability properties of (ID) with respect
to Nash equilibria. To that end, recall first that a strategy profile z* = (z7,...,2%) €
X is called a Nash equilibrium if it is stable against unilateral deviations, i.e.

up (@) > up(ap;a*,,) for all xp € Xy, and for all k € N, (4.10)
or, equivalently:
Vo (") > vgp(a®) for all a € supp(zy,) and for all § € Ag, k € N. (4.11)

If (4.10) is strict for all z;, # x}, k € N, we say that z* a strict equilibrium; finally,
if (4.10) holds for all z;, € Xj such that supp(zr) C supp(x}), we say that z* is a
restricted equilibrium [40].

Our first result concerns potential games, viewed here simply as a class of (non-
convex) optimization problems defined over products of simplices:

PROPOSITION 4.5. Let & = &(N, A, u) be a potential game with potential function
D, and let z* be an isolated mazimizer of ® (and, hence, a strict equilibrium of &).
If n > 0 and x(t) is an interior solution of (ID) that starts close enough to x* with
sufficiently low initial speed ||(0)||, then z(t) stays close to x* for all t > 0 and
limy oo z(t) = z*.

Proof. In the presence of a potential function ® as in (1.6), the dynamics (ID)
become D?z/Dt? = grad ®—ni for x € X = [[, A(Ag), so our claim essentially follows
as in Theorem 4.4: Propositions 3.2 and 4.1 extend trivially to the case where X is
a product of simplices, and, by multilinearity of the game’s potential, it follows that
there are no other stationary points of (ID) near a strict equilibrium of & (cf. Remark
4.1). As aresult, any trajectory of (ID) which starts close to a strict equilibrium z* of
® and always remains in its vicinity will eventually converge to x*; since trajectories
which start near x* with sufficiently low kinetic energy K (0) have this property, our

claim follows. 0
On the other hand, Proposition 4.5 does not say much for general, non-potential
games.

More generally, if the game does not admit a potential function, the most well-
known stability and convergence result is the so-called “folk theorem” of evolutionary
game theory [18, 19] which states that, under the replicator dynamics (RD):

I. A state is stationary if and only if it is a restricted equilibrium.
II. If an interior solution orbit converges, its limit is Nash.
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IIT. If a point is Lyapunov stable, then it is also Nash.
IV. A point is asymptotically stable if and only if it is a strict equilibrium.
In the context of the inertial game dynamics (ID), we have:
THEOREM 4.6. Let & = (N, A, u) be a finite game, let x(t) be a solution orbit
of (ID) that exists for all time, and let z* € X. Then:
L z(t) = x* for all t > 0 if and only if =* is a restricted equilibrium of & (i.e.
Vka (%) = max{vgs(z*) : 235 > 0} whenever xy,, > 0).
II. If 2(0) € X° and limy_, o x(t) = x*, then z* is a restricted equilibrium of &.
IIL. If every neighborhood U of x* in X admits an interior orbit xy(t) such that
zy(t) € U for allt > 0, then x* is a restricted equilibrium of &.
IV. If * is a strict equilibrium of & and x(t) starts close enough to x* with suf-
ficiently low speed ||(0)||, then x(t) remains close to x=* for all t > 0 and
limy o0 z(t) = x*.

Proof of Theorem /.6.

Part I. We begin with the stationarity of restricted Nash equilibria. Clearly,
extending the dynamics (ID) to bd(X) in the obvious way, it suffices to consider
interior stationary equilibria. Accordingly, if z* € X° is Nash, we will have vy, (2*) =
vpp(x*) for all a, B8 € Ayj, and hence also v (z*) = Zg( /0% vks(x*) for all
a € Ay. Furthermore, with //(z*) > 0, the velocity-dependent terms of (ID) will
also vanish if 71,(0) = 0 for all & € Ay, so the initial conditions z(0) = z*, #(0) = 0,
imply that z(t) = z* for all ¢ > 0. Conversely, if z(t) = z* for all time, then we also
have &(t) = 0 for all ¢ > 0, and hence vy, (z*) = Zg(@g/@gﬁ)vw(z*) for all € Ay,
i.e. ¥ is an equilibrium of &.

Parts I and III. For Part IT of the theorem, note that if an interior trajectory x(t)
converges to z* € X, then every neighborhood U of z* in X admits an interior orbit
2y (t) such that xy (t) stays in U for all ¢ > 0, so the claim of Part II is subsumed in
that of Part III. To that end, assume ad absurdum that =* has the property described
above without being a restricted equilibrium, i.e. there exists a € supp(zj) with
Vka(2*) < maxg{vrg(z*)}. As in the proof of Proposition 4.1,'7 let U be a small
enough neighborhood of z* in X such that

G2 |onalie) = X (6400 (0)) o) <m<0 (412

for all z € U. Then, with z(¢) € U for all ¢t > 0, the Euclidean presentation (ID-E) of
the inertial dynamics (ID) readily gives

gka > _m+§ \/92:7/&

so, by Lemma 4.2, we obtain 4 (t) — —oo as t — oo. However, the definition (EC)
of the Euclidean coordinates &k, shows that s (t) — 0 if o (t) = —o0, and since
x},, > 0 by assumption, we obtain a contradiction which establishes our original claim.

Part IV. Let 2* = (af,...,al) be a strict equilibrium of & (recall that only
vertices of X can be strict equilibria). We will show that if z(¢) starts at rest (£(0) = 0)
and with initial Euclidean coordinates £, (0), i € A} = A \{c} that are sufficiently

k . . .
>, OO/ (0s) € —nbke < —m—nfa for all ¢ >0, (4.13)

17Note here that Proposition 4.1 does not apply directly because the dynamics (ID) need not be
conservative.
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close to their lowest possible value &0 = inf{¢}(z) : = > 0},!8 then z(t) — ¢
as t — oo. Our proof remains essentially unchanged (albeit more tedious to write
down) if the (Euclidean) norm of the initial velocity £(0) of the trajectory is bounded
by some sufficiently small constant § > 0, so the theorem follows by recalling that
1&(0)[| = [1€(0)]|-

Indeed, let U be a neighborhood of z* in X such that (4.12) holds for all x € U
and for all p € A} = Ay \{«j} substituted in place of o. Moreover, let U = G(U)
be the image of U under the Euclidean embedding ¢ = G(z) of Eq. (EC), and let
Ty =1inf{t: x(t) ¢ U} = inf{t : £(t) ¢ U’} be the first escape time of £(t) = G(z(t))
from U’. Assuming 7y < +oo (recall that £(¢) is assumed to exist for all ¢ > 0),
we have zy,(70) > 2, (0) and hence & () > &ku(0) for some k € N, p € Aj;
consequently, there exists some 7" € (0, 7{;) such that ék#(T’ ) > 0. By the definition
of U, we also have ék“ + ﬂéku < —m < 0 for all t € (0,7y), so, with §(O) =0, the
bound (4.4) in the proof of Lemma 4.2 readily yields &, (') < 0, a contradiction.'
We thus conclude that 7y = 400, so we also get é;w + nfku < —m < 0 for all k€N,
p € Ay, and for all t > 0. Lemma 4.2 then gives limy_, o & (t) = —o0, ie. z(t) — a7,
as claimed. O

Theorem 4.6 is our main rationality result for asymmetric (multi-population)
games, so some remarks are in order:

REMARK 4.6. Performing a point-to-point comparison between the first-order
“folk theorem” of [18, 19] for (RD) and Theorem 4.6 for (ID), we may note the fol-
lowing:

Part T of Theorem 4.6 is tantamount to the corresponding first-order statement.

Part II differs from the first-order case in that it allows convergence to non-Nash
stationary profiles. For n = 0, the reason for this behavior is that if a trajectory z(t)
starts close to a restricted equilibrium z* with an initial velocity pointing towards z*,
then x(t) may escape towards x* if there is only a vanishingly small force pushing x(t)
away from z*. We have not been able to find such a counterexample for n > 0 and
we conjecture that even a small amount of friction prohibits convergence to non-Nash
profiles.

Part III only posits the existence of a single interior trajectory that stays close to
x*, so it is a less stringent requirement than Lyapunov stability; on the other hand,
and for the same reasons as before, this condition does not suffice to exclude non-Nash
stationary points of (ID).

Part IV is not exactly the same as the corresponding first-order statement because
the notion of asymptotic stability is quite cumbersome in a second-order setting.
Theorem 4.6 shows instead that if z:(¢) starts close to z* and with sufficiently low
speed ||#(0)]| (or, equivalently, sufficiently low kinetic energy K (0) = 3 |£(0)]|?), then
x(t) remains close to z* and limy_,o, 2(t) = x*. This result continues to hold when
restricting (ID) to any subface X’ of X containing z*, so this can be seen as a form of

asymptotic stability for z*.2°

18By the definition of the Euclidean coordinates {5 = qb;c (ko ), this condition is equivalent to
z(t) starting at a small enough neighborhood of z*.

190ne simply needs to consider the escape time 7 from a larger neighborhood U of ¢ chosen so
that if |§;W(O)| < ¢ for some sufficiently small 6 > 0, then the bound (??) guarantees the existence
of a non-positive rate of change éku(‘l’o) for some 19 < 7.

20This could be formalized by considering the phase space obtained by joining the phase space of
(ID) with that of every possible restriction of (ID) to a subface X’ of X, but this is a rather tedious
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REMARK 4.7. Finally, we note that Theorem 4.6 does not require a positive fric-
tion coefficient 77 > 0, in stark contrast to the convergence result of Theorem 4.4. The
reason for this is that convergence to strict equilibria corresponds to the Euclidean
trajectories of (ID-E) escaping towards infinity, so friction is not required to ensure
convergence. As such, Part IV of Theorem 4.6 also extends Proposition 4.5 to the
frictionless case 1 = 0.

We close this section with a brief discussion of the rationality properties of (ID)
in the class of symmetric (single-population) games, i.e. 2-player games where A; =
Az = A for some finite set A and z1 = 25 [18, 40, 49].2! In this case, a fundamental
equilibrium refinement due to Maynard Smith and Price [24, 25] is the notion of
an evolutionarily stable state (ESS), i.e. a state that cannot be invaded by a small
population of mutants; formally, we say that z* € X = A(A) is evolutionarily stable
if there exists a neighborhood U of z* in X such that:

u(z™, x*) > u(z,z*) forall z € X, (4.14a)
u(z®, 2*) = u(x,2*) implies that u(z*, x) > u(x,x), (4.14Db)

where u(z,y) = 2T Uy is the game’s payoff function and U = (U, ). e is the game’s
payoff matrix.?? We then have:

PROPOSITION 4.7. With notation as above, let z* be an ESS of a symmetric game
with symmetric payoff matrix. Then, provided that n > 0, x* attracts all interior
trajectories of (ID) that start near z* and with sufficiently low speed ||Z(0)]|.

Proof. Following [45], recall that z* is an ESS if and only if there exists a neigh-
borhood U of z* in X such that

(v(x)|x —2*) <0 forall z e U\{z"}, (4.15)

where v, (z) = u(«, z) denotes the average payoff of the a-th strategy in z € X. Since
the game’s payoff matrix is symmetric, we will also have v(z) = 1 Vu(z, z), so z* is a
local maximizer of u; as a result, the conditions of Theorem 4.4 are satisfied and our
claim follows. 0

5. Discussion. To summarize, the class of inertial game dynamics considered in
this paper exhibits some unexpected properties. First and foremost, in the case of the
replicator dynamics, the inertial system (IRD) does not coincide with the second-order
replicator dynamics of exponential learning (RD3); in fact, the dynamics (IRD) are not
even well-posed, so the rationality properties of (RD2) do not hold in that case. On
the other hand, by considering a different geometry on the simplex, we obtain a well-
posed class of game dynamics with several local convergence and stability properties,
some of which do not hold for (RDs) (such as the asymptotic stability of ESSs in
symmetric, single-population games).

Having said that, we still have several open questions concerning the dynamics’
global properties. From an optimization viewpoint, the main question that remains is
whether the dynamics converge globally to a maximum point in the case of concave
functions; in a game-theoretic framework, the main issue is the elimination of stricly
dominated strategies (which is true in both (RD) and (RD3)) and, more interestingly,

formulation (see also the relevant remark following Theorem 4.4).

2lTn the “mass-action” interpretation of evolutionary game theory, this class of games simply
corresponds to intra-species interactions in a single-species population [49].

22Intuitively, (4.14a) implies that z* is a symmetric Nash equilibrium of the game while (4.14b)
means that z* performs better against any alternative best reply x than z performs against itself.
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that of weakly dominated strategies (which holds under (RDs) but not under (RD)).
A positive answer to these questions (which we expect is the case) would imply that
the class of inertial game dynamics combines the advantages of both first- and second-
order learning schemes in games, thus collecting a wide array of long-term rationality
properties under the same umbrella.

Appendix A. Elements of Riemannian geometry.
In this section, we give a brief overview of the geometric notions used in the main
part of the paper following the masterful account of [21].
Let W = R"*! and let W* be its dual. A scalar product on W is a bilinear pairing
(,y: W x W — R such that for all w,z € W:
1. {w,z) = (z,w) (symmetry).
2. (w,w) > 0 with equality if and only if w = 0 (positive-definiteness).
By linearity, if {eq}i_o is a basis for W and w = Y7 _(waea, 2 = Y 5_ 25€5, We
have

(w,z) = Z GafWa 8, (A.1)
«,B=0

where the so-called metric tensor gop of the scalar product (-,-) is defined as

Jap = (€a,€8). (A.2)

Likewise, the norm of w € W is defined as

J 1/2
lwll = (w,w)' = (28 5 gaswaws) - (A.3)

Now, if U is an open set in W and « € U, the tangent space to U at x is simply the
(pointed) vector space T,U = {(z,w) : w € W} =2 W of tangent vectors at x; dually,
the cotangent space to U at x is the dual space T;U = (T,U)* = W* of all linear forms
on T,U (also known as cotangent vectors). Fibering the above constructions over U,
a vector field (resp. differential form) is then a smooth assignment z — w(z) € 1T,,U
(resp. z — w(z) € T;U), and the space of vector fields (resp. differential forms) on
U will be denoted by T(U) (resp. T*(U)).

Given all this, a Riemannian metric on U is a smooth assignment of a scalar
product to each tangent space T,U, i.e. a smooth field of (symmetric) positive-
definite metric tensors g,g(z) prescribing a scalar product between tangent vectors
at each x € U. Furthermore, if f: U — R is a smooth function on U, the differential
of f at x is defined as the (unique) differential form df (z) € T;U such that

dt

f(y(#)) = (df (2)[7(0)) (A.4)

t=0

for every smooth curve v: (—e,e) — U with 4(0) = z. Dually, given a Riemannian
metric on U, the gradient of f at x is then defined as the (unique) vector grad f(z) €
T, U such that

f(y(t) = (grad f(z),(0)) (A.5)

t=0

for all smooth curves ~(¢) as above.
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Combining (A.4) and (A.5), we see that df (x) and grad f(z) satisfy the funda-
mental duality relation:

(df (z)|w) = {(grad f(z),w) for all we T,U. (A.6)

Hence, by writing everything out in coordinates and rearranging, we obtain

(o f(2)), = 6™ (@) 2L (A7)
=0 6
where
9" () = 923 (@) (A8)

denotes the inverse matrix of the metric tensor gog(x). For simplicity, we will often
write this equation as grad f = g7 'V f where Vf = (0, f)"_, denotes the array of
partial derivatives of f.

In view of the above, differentiating a function f € C*°(U) along a vector field
w € T(U) simply amounts to taking the directional derivative w(f) = (df|w) =
(grad f,w). On the other hand, to differentiate a vector field along another, we will
need the notion of a (linear) connection on U, viz. a map

Vi T(U) x T(U) = T(U) (A.9)

written (w, z) — V2, and such that:
L Viiwtfows 2 = [iVw, 2 + faVu,z for all fi, f € C(U).
2. Vy(azr +bze) = aVyz1 + bV 2o for all a,b € R.
3. Vu(fz)=f Vuz+Vy,f-zforall f e C®U), where V,,f = w(f) = (df |w).
In this way, V,,z generalizes the idea of differentiating z along w and it will be called
the covariant derivative of z in the direction of w.
In the standard frame {e,}7_, of TU, the defining properties of V give

n n
0
Vz = E wa%@ + E I‘Zﬁwazﬁem (A.11)
a,B=0 a,B,k=0

where the Christoffel symbols I';; € C°°(U) of V in the frame {e,} are defined via
the equation

Veses =Y Thgen. (A.12)
k=0

Clearly, V is completely specified by its Christoffel symbols, so there is no canonical
connection on U; however, if U is also endowed with a Riemannian metric g, then
there exists a unique connection which is symmetric (i.e. Iig = Fga) and compatible
with ¢ in the sense that:

Vu (21, 22) = (Vw21, 22) + (21, Vw22)  for all w, 21,22 € T(U). (A13)

This connection is known as the Levi-Civita connection on U, and its Christoffel
symbols are given in coordinates by

RS 99p5 _ O9pa _ 0gap
ko = Kp P px
o9 Zg <8xa * dxg Oz, ) (A-14)

p=0
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In view of the above, the covariant derivative of a vector field w € T(U) along a
curve v(t) on U is defined as:

Viyw = (s + T gways) ex- (A.15)
@,B,5=0

Duw
Dt

Thus, specializing to the case where w(t) is simply the velocity v(t) = (t) of ~, the

acceleration of v is defined as gi; = % = V47 or, in components:
D2y, . N
Di2 =Yk + Z Faﬁ'Yoﬁ/ﬁ' (A'16)
a,B=0

The kinetic energy of a curve (t) is defined simply as K = H"y||2; in view of the
metric compatibility condition (A.13), it is then easy to show that

. DQ’V .

so a curve moves at constant speed (K = 0) if and only if it satisfies the geodesic

equation gil = 0. On that account, the definition (A.16) of a curve’s covariant
acceleration is simply a consequence of the fundamental requirement that “curves
with zero acceleration move at constant speed” (by contrast, note that 4 = 0 does not

necessarily imply K = 0, so 4 cannot act as a covariant measure of acceleration).

Appendix B. Calculations and proofs.
In this section, we provide some calculations and proofs that would have otherwise
disrupted the flow of the paper.

B.1. Calculation of the Christoffel symbols. We begin with a matrix inver-
sion formula that is required for our geometric calculations:

LeEMMA B.1. Let A, = q.0,, +qo for some qo,q1,...,qn > 0. Then, the inverse
matriz A" of A, is

)
AW = BV @ , (B.1)
'm q.9v
where Q denotes the harmonic aggregate Q= = 3" _ gt
Proof. By a straightforward verification, we have:

Xn: Ay, AP
v=1

Zzzl(qliélw + QO)((SVp/qV - Q/(QVQp))

n

> (4u0ur0up/ 9w + G000p/ G0 — 44 Q0 /(085) — 00Q/ (41p))

v=1

= 6up + qOQ;l - Qq;1 - quq;l Z,, q;l = 5up7 (B'z)

as claimed. ]

With this inversion formula at hand, the inverse matrix g"” of the metric tensor

Guv of g in the coordinates (2.8) will be given by (2.12), viz. " = [5,, —©"/0}/] /0.

Thus, the Christoffel symbols fﬁy of g in the same coordinate chart can be calculated
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by the expression f/’jy = Ep g“f’f,m,, where, in view of (A.14), the Christoffel symbols
of the first kind T ,,,, are defined as:

f _ 1 <8§W + 3§py _ ag,ul/> ) (Bg)

PRV 9\ O, ow, ow,

Note now that (2.10) implies that §,, = % where h = ho1g: U — R is the
.0,
pull-back of h to U via ¢g. By the equality of mixed partials, we then obtain:

. 1 9°h 1
= 3 Buyou,dw, 2 0 e 0 B4

where §,,, = 6,,0,, denotes the triagonal Kronecker symbol (§,,, =1if p=p=v

and 0 otherwise) and 07', 3 = 0,1,...,n, is shorthand for 0'(z) = 0"'(x3). Accord-
ingly, combining (B.4) and (2.12), we finally obtain:

- N 1 S e
F;w = ZQ pFPHV = 5 Z (ei - 9//9//) (9;”5;);”/ - 6(/)//)
p=1 P P Pk

1 [5 o ey gy eey ( 11 )}
1 A/ o

T oo | TRRY g 09" 9" 9" oY 96/
K A7) K K
1 9;// @//9;// 06// "
= 9 [6”1‘V0u g TR 96/0// ] ’ (B'S)
K K7 K

where we used the fact that >57_, 1/0; = 1/6"” — 1/0g in the second line. Conse-
quently, we obtain the following expression for the covariant acceleration (A.16) of a
curve x(t) on U:

D2 B} 1 & o Q" 91'e"
xz =Tn+ g Z [5“#Vl7/ ~ Ton ff O — 0//@// ] Ty
Dt 2 0" GHQM 640"

pr=1
10" ) 10" n_ g ) 9(/)// n 2
=Tt 5 te T 5 g ZW%J“@T)/ Zm” ’ (B.6)
K K y=1 V v=1

which is simply (2.18).

B.2. The well-posedness dichotomy. In this section, we prove our geometric
characterization for the well-posedness of (ID):

Proof of Theorem 3.5. As indicated by our discussion on the inertial systems
(IRD) and (ILD), we will prove Theorem 3.5 for the equivalent Euclidean dynamics
(ID-E); also, we will only tackle the frictionless case n = 0, the case > 0 being
entirely similar. Finally, for notational convenience, the Euclidean inner product will
be denoted in what follows by w - z and the corresponding norm by |-|.

On account of the above, let £(t) be a local solution orbit of (ID-E) with initial
conditions £(0) = & € S and £(0) = & € Tg,S; existence and uniqueness of &(t)
follow from the classical Picard—Lindel6f theorem, so assume ad absurdum that £(t)
only exists up to some maximal time 7" > 0. Accordingly, let

1

F, = T(’; (va — Zﬁ (©"/63) UB) , (B.7a)
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and

@/

/ .
No= 5 77 22, 08/ 05785, (B.7b)

2

denote the tangential and contact force terms of (ID-E) respectively. Since F' is a
weighted difference of bounded quantities, we will have |F(£(t))| < Finax for some
Fiax > 0; furthermore, it is easy to verify that IV is indeed normal to S, so, for all
t < T, the work of the resultant force F' + N along £(t) will be:

W(t) = /§ (F+N) = / F(£(s)) - £(3)d5 < F / €(5)|ds < P - €(8),  (BS)

where £(t) = fot\f(s)| ds is the (Euclidean) length of £ up to time t.
On the other hand, with FF+ N = 5", we will also have

W(t) = / E(s) - €(s)ds = Lo2(t) - Lo, (B.9)

where v(t) = [£(t)| = £(t) is the speed of the trajectory at time ¢ and vy = |&l.
Combining with (B.8), we thus get the differential inequality

v(t) = 0(t) < \/VZ + 2Fmax (1), (B.10)

which, after separating variables and integrating, gives:

\/ V8 + 2Fnax £(t) — vo < Fiax t. (B.11)

It thus follows that the speed v(t) of the trajectory is bounded by |£(t)] = v(t) < vot+
Fhaxt; similarly, for the total distance travelled by £(¢), we get £(t) < vot + %Fmaxtg,

so [¢] and |§ | are both bounded by some #pax and vy respectively for all ¢ < T
As a result, for any s,t € [0,7) with s < ¢, we will also have

€(t) — &(s)] < / E(r)] dr < V(£ — 5), (B.12)

so, if t, — T'is Cauchy, the same will for {(¢,) as well; hence, with S closed, we will
also have lim; 7 £(t) = &r € S. With € bounded, we then get

£(t) — £(s)] < / )l dr < Fuaslt = 5) + 3 / INs(E(r). () dr,  (B.13)

and with sup |¢], sup|€| < oo, it follows that the components |N, 3| of the contact force
are also bounded: z(t) = G~1(£(¢)) remains a positive distance away from bd(X) for
all t < T, so the weight coefficients 07'/(67)* of the centripetal force N in (B.7b)
are bounded, and the same holds for the velocity components f% We will thus have
|E(t) — £(s)| < a(t — s) for some a > 0, so the limit lim, 7 £(t) exists and is finite. In
this way, if we take (ID-E) with initial conditions &£(T") = & and &(T) = limy—, 7 £(2),
the Picard-Lindelof theorem shows that the original maximal solution £(t) may be
extended beyond the maximal integration time 7', a contradiction.
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For the converse implication, assume that S is not closed in the ambient space V' =
R+ let S denote its closure, and let ¢ € S\ S. Clearly, S is a closed submanifold-
with-boundary of V' and the metric induced by the inclusion S < V on S will agree
with the one induced by the inclusion S < V on S. With this in mind, let v(¢) be a
geodesic of S which starts at ¢ with initial velocity vy pointing towards the interior
of S, and let T' > 0 be sufficiently small so that v(7') = p € S°. Furthermore, let
vy = 4(T) be the velocity with which ~(¢) reaches p; by the invariance of the geodesic
equation with respect to time reflections, this means that the geodesic which starts at
p with velocity —vp will reach ¢ at finite time 7' > 0 with outward-pointing velocity
—vg. Noting that geodesics on S are simply solutions of (ID-E) for v =0 and n = 0,
and carrying (ID-E) back to X° via the isometry (EC), we have shown that (ID)
admits a solution which escapes from X° in finite time, i.e. (ID) is not well-posed if
S is not closed.?3 O
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