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Abstract: as open-pit mines consist in the accumulation of ore layers of different 

characteristics, their extraction process results from the iteration of a sequence of elementary 

operations performed on parcels by specialized or multipurpose machines. Medium-term 

extraction programming consists in deciding the assignment of the available machines over 

time. This problem is addressed through Discrete Event Simulation implemented in a 

phosphate mine, taking into account all the extraction constraints to drive the extraction 

process. This combines an effectiveness criterion (degree of urgency of obtaining certain ore 

qualities) and an efficiency criterion (machine displacements). While the parameterization 

used to control simulation quickly produces many technically feasible scenarios, making the 

final optimal choice is extremely difficult, particularly as one needs to take into account time 

considerations in extracted ore progressive provisioning and machine use. Our paper 

describes the bases of a visual decision-support system (DSS), currently under development, 

which enables the processing of results to compare multiple scenarios and adjust 

parameterization in order to come up with a good solution. This web-based DSS is coupled to 

the simulator via a relational database. 

Résumé : Le processus d'extraction d’une mine à ciel ouvert, composée d’une superposition 

de couches de minerais de caractéristiques différentes, résulte de l’itération d’une séquence 

d’opérations élémentaires réalisées sur des cases, par des machines spécialisées ou 
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polyvalentes. La programmation à moyen terme de l’extraction consiste à décider l’affectation 

des machines disponibles au cours du temps. Ce problème est abordé au travers une simulation 

à évènements discrets, en cours d’implantation dans une mine de phosphate, prenant en compte 

l’ensemble des contraintes d’extraction et pilotant le processus d’extraction par la 

combinaison d’un critère d’efficacité (urgence de l’obtention de certaines qualités) et d’un 

critère d’efficience (déplacements des machines). Le paramétrage du pilotage de la simulation 

permet d’obtenir rapidement de très nombreux scénarios techniquement réalisables, entre 

lesquels le choix est difficile, en raison de la nécessaire prise en compte du temps dans la mise 

à disposition progressive des minerais extraits et dans l’utilisation des machines. Nous 

décrivons les fondements d’un système d’aide à la décision visuel, en cours de développent, 

permettant d’exploiter les résultats d’un scénario, de comparer plusieurs scénario et de piloter 

le paramétrage de la recherche d’une bonne solution. Ce SIAD, de type web-based, est couplé 

au simulateur via une base de données relationnelle. 

Keywords : Scheduling, Open-pit mine, Decision Support System (DSS), Graphical user 

interface. 

Mots-clés : Planification, Mine à ciel ouvert, Système interactif d’aide à la décision (SIAD), 

Interface graphique.  

1 INTRODUCTION  

OCP SA is phosphate ore extraction and fertilizer production world leader. The tactical 

decisions that need to be made by OCP in connection with scheduling are related to ore 

extraction and depend on two criteria as explained in [1]: the choice of parcel to be extracted 

and the allocation of the machines to perform the operations. The aim of scheduling is to meet 

known or forecast demand by extracting specific deposit layers. The deposit contains P panels 

and each panel is made up of Np parcels. It is worth noting that OCP parcels are 4000 m2 

rectangles that contain alternate phosphate and sterile layers. The solution to our scheduling 

decision problem must be able to i) identify the parcels to be extracted to obtain a specific layer 

of required Source Quality (SQ) ore and ii) allocate the extraction machines. In fact, the 

extracted SQs correspond to the ore required in both nature and volume terms in order to 

produce and meet future demand for Merchantable Qualities (MQ) through a blending 

production process. Due to its size, the mining extraction mathematical programming model is 

hardly workable. We therefore designed a Discrete Event Simulation (DES) model with the 
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aim of generating multiple feasible schedule scenarios [1]. Our model integrates a large number 

of parameters (mainly the prioritization of phosphate layer indexes, distance coefficients and 

layer accessibility as well as the technical specifications to allocate machines to their respective 

work including constraints associated with multipurpose machines, the minimum number of 

contiguous parcels that a machine must complete before moving to another location, etc.). All 

these parameters enable the user to adjust simulation behavior and the number of generated 

scenarios. Nevertheless, it is at best difficult, if not impossible, to come up with a compound 

indicator to evaluate overall scheduling option performance. Accordingly, we chose to compare 

the physical consequences of the different scenarios generated, particularly with respect to their 

overall efficiency. 

Indeed, it is not enough for the simulation to be technically coherent for the scenarios to be 

valid. This led us to design a test to exclude scenarios leading to extract SQs unfit to meet 

global MQ demand. This rejection test involves a set of blending problems using the same 

composition constraints that are defined over several planning horizons (1, 3, 6, 9 and 12 

months) and relying on standard LP blending formulation [2]. This exercise shows that many 

scenarios that seem interesting in the short term (next 3 months) actually fail to meet demand 

in the medium term (9 to 12 months). 

Another crucial issue of our problem is the fact that usually the DES approach produces a 

graphic display of physical movements of productive system units. Such a spatial 

representation is possible where operations are performed at different places by different static 

work centers, to which items are moved to be processed. This is not the case in our simulation 

problem since the items to be processed (mine parcels) cannot be moved and are successively 

occupied by moving work centers corresponding to dedicated or multipurpose machines (able 

to perform one to three of the seven basic operations) that extract the ore at a given layer, before 

moving on to the next ore quality, in another parcel. The mine which we are interested in here 

(OCP’s Benguerir (Morocco) open-pit mine), contains a huge number of parcels among of 

which only a small subset is targeted for extraction under the planning horizon (in this case 

five hundred parcels). Thus, the conventional representation would create as many work 

centers as there are parcels, each successively mobilizing different machines. This complex 

representation faces yet another problem as items to be processed do not come from a particular 

entry point but from the parcel itself, through a pile of layer blocks under the parcel surface. In 

other words, such modelling involves difficult machine management issues and a graphic 

representation that is little adapted for use in the extraction process.  
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In light of the above, we chose a different modelling approach, based on logic and a set of 

parallel processors, each dedicated to a single basic operation and linked by stocks of items 

(blocks) that are available for a given basic operation and that will move on, once processing 

has been completed, to the following stock of items waiting for the next basic operation. This 

modelling choice facilitates simulation monitoring but does away with the dynamic spatial 

view of the extraction process. Accordingly, in order to obtain a presentation of simulation 

results, we had to build in their static and dynamic spatial consequences to form a simple, clear 

and interactive view of complex results. Comparing schedule solutions involves a difficult 

exploration of all their multidimensional impacts that requires the help of a Decision Support 

System (DSS) whose original features are presented below. 

The scope of our literature review presented under Section II was of course defined by the 

nature of our scheduling problem as briefly described above. In Section III, we describe the 

functional and technical bases of the designed interactive scheduling DSS and in Section IV 

we present an illustration of its use and results. Section V offers a conclusion and discussion 

for the prospective uses for this DSS). 

2 LITERATURE REVIEW 

In early 1971, the bases of Decision Support Systems (DSS) were laid by [3] before being 

transformed into a structured approach by [4]. Additionally, information technology (IT) 

developments greatly augmented DSS potential [5], [6], [7] without altering its rationale. 

Basically, a DSS can be broken down into: i) an interface formulating a partially structured 

complex issue in order to define a structured problem; ii) a single or multiple module(s) to 

solve the structured problem, usually backed by an optimization or simulation model [8]; iii) 

an interface capable of exploring all the consequences of a given solution as well as of 

validating or adjusting it; iv) and where no acceptable solution is found and the current 

formulation has failed to deliver a satisfactory solution, using the feedback information from 

prior formulations to redefine a new structured problem. 

We reviewed a number of papers published in scientific newspapers or proceedings proposing 

DSS for scheduling problems, our analysis of which is reported in sub-section 3-1. In fact, most 

Scheduling DSS are based on an optimization model. However, due to the mathematical 

complexity of our problem, we chose to tackle it differently through a simulation approach, as 

explained before. Thus, in sub-section 3-2 we focus on simulation-based scheduling DSS. 
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2.1 Scheduling-oriented DSS 

[9] proposes a DSS framework that aims to schedule the supply chain based on flexible 

demand, accordingly they chose a model where the decision-making parameters are built into 

the production management process. These authors propose in [10] the design of a DSS that 

integrates machine scheduling with inventory management for a multi-product manufacturing 

industry. They suggest other algorithms in [11] to design a production scheduling model taking 

constraint parameters into account. 

The Web-based Visual DSS developed by [12] aims to schedule the letter delivery process to 

customers while taking process production planning into account. In order to ensure a high 

level of customer service quality, the optimal solution is obtained only provided information 

from different systems is collected and analyzed. One of the strengths of this DSS is the choice 

of web-based applications which is a reliable advanced technology to model a number of 

services. However, the scheduling process seems inefficient.  

IBM’s DSS for paper production scheduling (3-1-Team) in [13] is made up of three types of 

agents which work asynchronously: ‘constructors’, ‘improvers’, and ‘destroyers’. The 

‘Constructor agent’s task is to define the problem and create new solutions. The ‘Improver’ 

agent’s is to improve the set of solutions by modifying and combining the existing solutions,  

the ‘Destroyer’ agent’s is to eliminate poor solutions and focusing the effort of the ‘Improvers’ 

in order to limit the number of solutions. The Dispatcher is a scheduling decision-support 

system implemented on VBA by [14]. 

2.2 Simulation-based Scheduling DSS 

Many DSSs focus on different scheduling problems and among these some are simulation-

based. (GeSIM) is a simulation-based scheduling DSS proposed in [15] for customer-driven 

manufacturing operation planning. The approach follows definite steps: integrating data, 

feeding the simulation model, showing the results and supporting interactive modifications. 

For a correctly defined problem and information, the tool requires user interaction before final 

input into the GeSIM. 

[16] presents a simulation-based Decision Support System for logistics management aiming to 

improve decisions on a tactical and operational level. The DSS helps manage the flow of goods 

and business transactions between a port and a dry port in a way that is efficient for real-time 

management of transport systems and reduction of lead time in the port and dry-port area. They 
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also propose in [17] a DSS to manage the flow of goods and business transactions between a 

port and a dry port based on a simulation approach. Finally [18] provides a DSS to understand 

and simulate the structure of urban system freight and to compute some indicators that, 

compared with target and benchmarking values, allow to identify its level of service. 

3 DSS DESCRIPTION 

Let us start by describing the functional architecture of our designed DSS (sub-section 3-1) and 

its technical bases (sub-section 3-2). 

3.1 DSS Functional Architecture  

The design of our DSS follows a functional breakdown. In fact, starting from a partially 

structured problem, we define a structured problem to be simulated. The simulation of the 

structured problem enables an exhaustive reproduction of the extraction process through 

parameterized priority assignment rules for machine allocation. This is based on a weighting 

system that takes into account the availability and accessibility of the required layers (for 

efficiency purposes) as well as equipment allocation and location (for effectiveness purposes). 

If the resulting scenario is not feasible, one returns to structured problem formulation and 

parameterization. 

The flowchart in “Fig. 1” matches the original pattern of the DSS designers, with its four 

components. 
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Figure 1. DSS Functional components 

3.2 DSS Technical Architecture  

Our DSS is based on a Model-View-Control (MVC) architecture with typical DSS 

functionalities, such as data management, model management and graphic user interface. The 

DSS is a Java-based web application integrating different APIs such as leafJS for map 

presentation (open-source JavaScript library for mobile-friendly interactive maps), JChart 
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(Java Chart) for solution display and Simul8 library to launch the simulation model (it being 

the software used by the DSS) and also Excel, whose Solver is used to solve the set of LP 

blending problems to make sure the extracted SQ will meet MQ demand at different planning 

horizons. The display module is based on Ajax (Asynchronous JavaScript and XML) to retain 

all of the display functionalities in the browser area without having to request the server for a 

new page. 

As shown in “Fig. 2”, our proposed ore extraction DSS for phosphate mine scheduling consists 

in three key stages.  

The first stage concerns business-related data management. There are two kinds of data: 

structural and dynamic. The structural data reflect field structure such as the layers making up 

each panel, trenches and parcels. It includes geographical corrodes, machine specifications 

related to the nature of basic operations that can be handled by each machine as well as the 

nature of the layer to be extracted by it and its characteristics. The dynamic data reflect the 

state of the mine: stocks, machine initial position, parcel initial state and progress, etc. Data 

management is connected to a relational database that stores both kinds of data. 

 
Figure 2. DSS Architecture 

The second stage is a Discrete Event Simulation that serves to model the extraction process 

using both the structural and dynamic data. It simulates the system and closely tracks progress 

throughout the extraction process as well as equipment allocation. Finally, the Excel LP solver 

is used to test the possible adjustments to SQs and MQs based on LP blending options.  
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The third stage is data display based on the scenario proposed on the simulation stage. The 

DSS allows users to display a scenario’s results using different kinds of formats such as charts, 

dashboards, tables and map localizations. This stage also offers a functionality to compare 

different scenarios. If the results are satisfactory, then the decision is submitted to the database 

by means of the user interface, otherwise a new decision is evaluated. 

4 DSS: IMPLEMENTATION & EXPERIMENT 

Our developed DSS imports its data from a “Parcels listing”- an Excel file containing 

information about each parcel, panel, layer etc. This is used to gather the structural data and 

initialize the DSS to run the simulation using other dynamic data. Different datasets were used 

to evaluate our proposed approach and architecture. In this section, we present an example of 

a data set and two different scenarios generated with parameter settings produced by the DSS. 

The following case study concerns ore extraction scheduling at one of OCP’s open-pit mines 

in Morocco. The initial DSS setup consists in integrating the structural data related to panels, 

parcels, machines etc. This is followed by parameter setting including layer priority indexes, 

distances and accessibility coefficients and the minimal equipment load. The simulation model 

embedded in the DSS then generates different scenarios, and a comparison is made on the bases 

of such criteria as the volume extracted per layer.  

Let us turn to our DSS key component functionalities. In order to ensure an efficient use of the 

platform, we defined two user profiles: the ‘expert’ profile is used for simulation scenario 

parameters to be applied to the various models while the ‘read’ profile serves to view the 

collected data and the results of the forecast procedure produced by the modelling system.  

In the following section, we simply present a case study for the data display function of the 

DSS. For this experiment, we used actual data inputs used to run our DSS and to evaluate the 

solution obtained as further explained below. 

The inputs used for this example relate to five panels containing twenty four trenches and five 

hundred parcels targeted for extraction. In all, fifty machines are allocated to perform the seven 

basic extraction operations, each with its own specifications and nature, namely multipurpose 

machine or dedicated equipment. 

The simulation outputs are hourly forecasts of feedings for the 10 different ore layers. The 

hourly grade requirements depend on blended ore (outputs) scheduled production obtained by 

blending the extracted ore layers (inputs). These blends are dynamically defined and depend 
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on the extracted layers inventories, feedings and also on production schedules. These outputs 

need to be validated by the blending test which ensures that all the resulting scenarios are valid 

(meet global demand). The difference between the proposed scenarios boils down to their 

efficiency and effectiveness, namely the choice of parcels to be extracted and equipment 

allocation.  

Therefore, the acceptability and choice of a simulation solution for this scheduling problem, 

obtained through particular parameter settings, results from its technical coherence, the ability 

to meet global demand on the relevant horizon and its performance versus alternative solutions 

that also meet the first two conditions. 

4.1 Data management 

Our framework applies a relational database scheme based on an object-oriented model to 

structure its implementation. A dedicated user interface is used to enter the data to ensure 

structural integrity.  

The diversity of the parcels is such that it complicates extraction scheduling immensely. 

Accordingly, it was necessary to define parcel groups so as to improve the structure of actual 

mine imported data. The groups were designed with respect to geological characteristics (the 

composition of each parcel, layer volume and thickness, etc.). These geological characteristics 

vary a lot from panel to panel, trench to trench and even parcel to parcel. Thus, this grouping 

approach involves the creation of two new categories: i) the ‘sub-panel’ (defined as a grouping 

of parcels that have the same structure, i.e. the same layers and accumulation pattern). ii) a 

‘group’ defined as cases belonging to the same sub-panel containing layers of similar thickness. 

Once the structural data is ready for processing, we can initialize the system for launch, using 

the dynamic data. This data mainly plots initial equipment location, initial stock state as well 

as initial deposit state. Due to the large volume of data, we designed a tool to import the data 

from an Excel file supplied by the mine manager.  

After all the necessary data is entered or imported, the next step is to set the simulation 

parameters through the problem definition interface. 
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4.2 The Discrete Event Simulation Model 

Based on a defined set of parameters, the simulation is run and a set of scenarios is generated. 

Each scenario represents a scheduling plan including the choice of parcels to be extracted and 

the machines to be allocated. 

Thus, for a given scenario, where a proposed result is unfeasible and/or unsatisfactory in terms 

of efficiency or effectiveness, the system is able to redefine the problem or to create a new one 

with the aim of achieving a satisfactory scenario to be adopted as a schedule. 

4.3 Data Display 

In this sub-section, we present two aspects of display of data scenario results and of the 

comparison between two scenarios. 

4.3.1 Results of a scheduling scenario 

The DSS presents the scenario evaluation using 4 major tabs. This can be filtered by period 

range. 

The first tab shows the cumulative layer feeding curves as illustrated on “Fig. 3”. It presents 

layer the aggregate extracted by volume by period and allows users to evaluate layer production 

based on the priority index. It evaluates the proposed scenario by checking whether it meets 

demand and reports any over- production or under-production situations. The second tab 

focuses on volume extracted from each layer over a specific period. This chart enables users to 

view detailed data and extraction progress.  

 

Figure 3. Cumulative profil layer Feed Curves 
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On tab 3 the proposed machine allocation by basic operation is pictured by means of machine 

Gantts as illustrated in “Fig. 4”. For each machine Gantt, the user can view the proposed 

allocations for it along with timing, nature of the basic operation performed and indication of 

the parcel, trench and panel the machine is working on at different times. In addition, the user 

may filter on basic operations or specific machines in order to assess machine performance in 

terms of occupation and displacement time.  

 

Figure 4. Machine Gantt 

The graphs presented above in “Fig. 3” and “Fig. 4” are used by operations managers to assess 

scenario short-term and long-term impact and discard any solution that may be relevant in the 

short-term but counter-productive in the long term. 

Finally, for an efficient evaluation of work in the field, the last tab plots the solution on an 

actual map using mapping technologies to show the different parcels being processed “Fig. 5”. 

The representation uses two different colors: red for parcels in progress and green for extracted 

parcels. The user can zoom in for more details on the machine, the basic operation it performs 

or parcel information (thickness, trench and panel) “Fig. 6”. In other words, this interface gives 

a concrete view to support visual scenario validation. The views illustrated in “Fig. 5” and “Fig. 

6” can be refreshed every 2 seconds, each step corresponding to mine state 12 hours later, 

reflecting extraction progress. 
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Figure 5. Parcel and machine mapping 

 

 

Figure 6. Detail information of panel processed by trench and parcel 

2) Comparative analysis of two different scenarios 

In this case study, two different extraction scenarios based on the defined layer priority index 

were used. Both had the same structural/dynamic data and were run on the same planning 

horizon. We present below the performance evaluation graphics for each scenario “Fig. 7”. 

The feeding curves clearly show the influence of the layer priority index parameter defined 

separately for each scenario. This index produces differences in terms of extracted volume from 

each layer and their aggregates. The index also impacts processed parcel choice so as to exploit 

the layers that are most needed over a determined horizon. This justifies the choice of this 

variable as a parameter that can be adjusted in the simulation model settings as implemented 
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in our DSS. Accordingly, the model uses the priority index as a primary criterion in producing 

extraction schedules where layers are arranged in decreasing order of priority from the larger 

index to the lowest one. According to the state of the mine at system initialization, this may 

result in extraction from other layers depending on the degree of urgency to meet demand. 

Based on results, scenario comparison of the volumes extracted from each layer is possible 

through the graphic interface by choosing the layer used for comparison purposes “Fig. 7”.  

There is also the option of accurate comparison using the calculated layer gap which is the 

difference between the cumulative volume extracted for a specific layer in scenario 1 and 

scenario 2.  The layer gaps serve to facilitate the choice of the most efficient scenario from the 

set of scenarios that meet the condition of satisfying global demand. In short, these 

functionalities offer operational managers a chance to form a clear picture of the relevance of 

each scenario in the planning horizon and for the work field, based on the extracted layers and 

their volumes in each scenario. 

 

 

Figure 7. Two scenarios aggregate feeding curves juxtaposed by profil layer 

Additionally, the operational manager may compare the scenarios under review in terms of 

machine occupation and displacement time by period. As already noted, each task describes 

the allocation of a machine to one or several basic operations depending on its nature machine 

(dedicated or multi-purpose). 

In this case too, results of the comparison can be plotted graphically as in “Fig. 8”, which shows 

the different occupation and displacement time for each machine. Again, the manager may 
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obtain an accurate calculation of the machine occupation gap between two scenarios. In the 

same way, displacement time machine gap between two scenarios may be calculated. These 

different results provide a reliable picture of the frequency of displacement and occupation 

time per machine for the two compared scenarios, which greatly facilitates the selection of an 

adequate scenario in terms of both efficiency and effectiveness. The operational manager can 

choose the scenario in light of the juxtaposed machine Gantts and the occupation and 

displacement time chart for each machine and the calculated gaps. 

 

Figure 8. Machine Gantts juxtaposed for two scenarios 

Indeed, through a precise evaluation of one or multiple scenarios, our DSS helps the decision-

maker to quantify the impact and choose the best solution very quickly. Technically, the DSS 

generates a retroactive loop that helps define/redefine the problem in order to obtain a different 

set of solutions to be analyzed and compared to others. Accordingly, the decision-maker will 

then either select an adequate scenario or return to the parameterization interface. 

5 CONCLUSION & PROSPECTS 

This paper discusses the design of an Interactive Scheduling DSS based on Discrete Event 

Simulation which helps the user to select the best scheduling scenario among the set of feasible 

ore extraction scenarios capable of meeting demand in merchantable qualities in an efficient 

and effective way. The simulation model reflects the complex extraction process through 

parameterized priority assignment rules for the allocation of machines according to a weighting 

system that takes into account multiple constraints including the availability and accessibility 

of the targeted layer and equipment availability and location. The DSS is currently being tested 
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with real life data with different parameters in order to fine-tune its design for optimal relevance 

and robustness.  

Our vision aims to widen the decision-making horizon from a few weeks (short term) to a one-

year horizon (medium term) through a number of adjustments to the simulation model. In 

particular, the coupling of the scheduling simulation model and the blending optimization 

model offers attractive prospects. This will allow the users to obtain different scenarios focused 

simultaneously on efficient and effective scheduling as well as blending feasibility. Ultimately, 

therefore, we aim to improve the overall consistency of the decisions made locally by different 

supply chain actors as well as achieve a close and flexible match of output with known and 

forecasted demand underpinned by a well-designed DSS approach. 
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