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Abstract

In the very large debates on ethics of algorithms, this paper proposes an
analysis on human responsibility. On one hand, algorithms are designed by
some humans, who bear a part of responsibility in the results and unexpected
impacts. Nevertheless, we show how the fact they cannot embrace the full
situations of use and consequences lead to an unreachable limit. On the other
hand, using technology is never free of responsibility, even if there also exist
limits to characterise. Massive uses by unprofessional users introduce addi-
tional questions that modify the possibilities to be ethically responsible. The
article is structured in such a way as to show how the limits have gradually
evolved, leaving unthought of issues and a failure to share responsibility.
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1 Introduction
The ethics of algorithms is increasingly the subject of much debates, without the
questions being exhausted. First of all, it is essential to remember that this does
not, or does not directly, involve technical aspects. In fact, all types of algorithms
are likely to have unintended, undesirable or even unacceptable effects [28]. From
decision-support approaches in Operational Research to Large Language Models,
all advanced algorithms therefore deserve to have ethical issues considered as a
necessary angle of reflection [30]. This is why we will be talking about the ethics
of algorithms in general.

But what is it really about? Ethics itself is concerned with what makes a life
good and just, including the perpetual reflection on what makes a decision accept-
able or even desirable in the light of higher dispositions, values or ends. The con-
cerned decisions are made by subjects who are considered to be -at least partially-
autonomous, in the philosophical sense of the term, voluntary and conscious. In
other words, subjects are responsible, i.e. in charge of answering for a decision,
whether they have to justify it, amend it or bear the consequences. Responsibility
is the other side of human agency. Agency that algorithms do not have. Thus,
responsibility cannot rely on an algorithm, in the sense that it is not philosoph-
ically autonomous, voluntary or conscious. The large literature on the need to
keep a human in the loop clearly underlines the human responsibility that remains
involved. The expression ’ethics of algorithms’ is therefore a misuse of language,
and encompasses questions of a different order that need to be distinguished [39].

On the one hand, there are questions about the very technical means that will
enable humans to retain their autonomy and exercise their full responsibility, since
ultimately they will have to take responsibility for the decision, whatever help they
receive from the algorithmic support in making it. Which is precisely why such
tools are created: to support decision-making by gathering relevant information
and exploring potential alternatives and consequences.

On the other hand, there is a central question that arises from the fact that these
increasingly sophisticated tools are not neutral. The light algorithms provide on
the decision is in fact guided by choices and performance measures constructed
beforehand. The results or recommendations provided may also replace all or
part of the analysis without being always explicit. However, these algorithms are
produced by other humans, different from the users. These algorithms are de-
signed after various choices have been made, choices which may be technical, but
may also convey values or representations. Science is done trying to capture neu-
tral knowledge. Nevertheless, technologies and scientific uses are never perfectly
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neutral. The lack of transparency around this non-neutrality is a major factor in the
questioning in society as a whole, in the face of increasing consequences. With
this in mind, one may wonder how responsibility is shared between the parties.
For the purposes of this analysis, we will distinguish between two very large cat-
egories of actors: the decision-makers, who have the power to make the decision
(with the help of an algorithm, and so are users) and carry in theory the respon-
sibility; and the analysts, who receive the demand for aiding, so are expected to
use methodological skills to design and develop the algorithm rather than compe-
tencies related to the decision process field, and are more and more questioned on
their ethical responsibility. Obviously, all are in a given legal, social and economi-
cal context that has a great influence, this one coming in particular from the client,
who wants the decision process to be assisted (and can or not be different from the
decision-maker), the field experts, software editors and subjects impacted (users
or customers).

The paper is organised as follows: in Section 2 we look back at the Oper-
ational Research literature, showing that questions relating to the ethical issues
involved in decision support have been at the heart of debates for a long time and
on several different issues. In Section 3 the emerging effects of the increasing
automation of decision processes and decision aiding processes are discussed. In
Section 4 we discuss the problems related to the massive use of decision support
algorithms. In Section 5 we present an experiment conducted with students of a
CNRS Summer School as far as the design of ethically responsible route planning
services is concerned. We conclude summarising and identifying further research
questions.

2 Decision aiding
Mankind has developed many methods of analyses or modelling of decisions,
embedded in tools or devices, hoping to deal with the uncertainty that always sur-
rounds decision-making. Operational Research (OR) in particular includes meth-
ods to tackle large classes of decision problems (see [16] for a formal definition)
that are now used in lots of software tools. Such methods, based on ’rational’ tools
[26, 37], are used since the first half of the twentieth century to assist professional
decision-makers, especially for production, organisation, management or trans-
portation. This field has been considering the interactions with ethical issues for
some time. As [41] has summed up, since the 60’s OR communities questioned
several ethical aspects and limits of their practices, together with obligations that
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it reveals for OR experts as analysts. Equivalent or complementary considerations
also appear in the field of machine learning approaches [42, 34]. Nevertheless,
current literature is far from dry and even if specialists admit that ’Although we
may not be liable for what our clients decide using our advice and/or our tools, we
are responsible for many (avoidable) consequences which can occur. We have a
power and we need to use it with responsibility’ [9], there still is fuzziness around
responsibility to explore.

2.1 First steps
The first point, widely identified by the pioneers of OR, relates to the fact that
the algorithms initially designed to help decision-makers in a professional context
obviously take into account the expressed needs of these decision-makers. In a
decision support approach [38], the first stage is to understand the problem and
build a representation of it. This stage directly involves the decision-makers to
be assisted and will therefore integrate their requests first. But these requests are
obviously not perfect. First, the way decision-makers express their needs could be
partial, or could improperly paint the picture of their real expectations. Second, as
in the absence of a decision-support tool, the questions selected and the objectives
to be pursued by the algorithm may therefore present blind spots, from an ethical
point of view or not. Requests mainly target short-term productive goals. As [15]
stresses in particular, representing a given decision for several players, to achieve
a goal selected by the decision-makers, contradicts the Kantian obligation not to
consider actors as means, but always as ends. It can also be seen as a problem-
atic stance, lacking the necessary veil of ignorance [31] that is a prerequisite for
any form of Justice. More broadly, this orientation of expectations is nowadays
increasingly criticised as not being socially acceptable. As a result, analysts are
supposed to consider broader issues than just helping applicants.

Furthermore, when a decision-support algorithm is put in place, its efficiency
will have an amplification effect in the particular sense of prior orientation of
expectations. However, the more effective it is on a given criterion, the greater
is the risk of compacting the solution, leading to a reduction of (considered as)
unproductive time, which in practice is used for recuperation, consultation or other
purposes. As a running example, we illustrate the questions on routing problems
(in italic) all along the paper: when a unique professional is looking to build
manually a distribution route for her products, she tries to minimise the distance,
but it will be difficult to explore all the solutions to find the one that suits best
and reaches the optimum according to the considered criterion. Thus, there often
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still exists room at the end, in the sense that other criteria are not completely
crushed. In that case, drivers can adapt their practice a little. On the opposite,
if the demand is in this direction, an algorithm can very efficiently reduce the
distance or the travelling time. But such orientation potentially creates work-
related suffering for the driver. This general intensification of working hours
when focusing on immediate productivity is well documented [13]. [8] underlines
how it could be linked with the use of optimisation approaches and not always
detected quickly or not possible to correct. A crucial topic here is: the demand for
an “hyperproductive” is an explicit demand from the client or has been introduced
without being aware of it just because we adopted a certain objective function
or a certain optimisation perspective? Ackoff [1] cites a nice example where an
optimised monetary reward function has been rejected by the workers concerned
generating conflicts, while a free time reward function has been accepted with all
parties being satisfied. Indeed the monetary function has been introduced only
because the analysts were thinking only in terms of monetary compensations.

This alignment of algorithms with the stated objectives of the decision-maker,
as they stem from particular interests and particular representations of the problem
situation, partial and biased, also suffers directly from a lack of universalism as
developed by [15], which cannot be seen as ethical, and which was identified
during the initial questioning in this area. This has led to introduce the need to take
into account the various stakeholders when designing algorithms (see [2, 3]) that
analysts have to be aware of, in order to lead properly the discussion. It shows just
how important it is for the analyst to take into account different points of view and
balance potential effects when formulating the problem to be addressed. Given
the efficiency of tools based on scientific principles, part of the responsibility that
used to rely on the decision-maker is shifting to the analyst, as a professional in
the field of decision support.

2.2 Analysts and normative ethics effort
Algorithms produce reproducible processes which, for the same input conditions,
have to recommend the same result. Thus, they have to follow the rules that are
prescribed and designed beforehand. This formal work is what makes the decision
support system relevant for saving time and making practices more efficient in the
general case. For this reason analysts are expected to put in place a process that
respects justifiable and reproducible rules or principles, established long before
real situations of use. If we focus on the ethical analysis in the strict sense of
the term, the reflection is also carried out in advance of the usage phase, in order
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to consider the general case and set rules or principles to stick to. Thus, while
the analyst takes on a part of responsibility and ethical vigilance, this can only be
done on a theoretical level, based on defined rules extracted from practice but not
dedicated to each direct real problem situations. That is why it relates only to the
level of normative ethics, which can be defined as a theoretical study of ethical
behaviour to investigate questions regarding how to act, in a moral sense. This
level of thinking has to be distinguished from applied ethics, that considers the
practical aspect of ethical considerations and will be discussed in the following.

There are a number of points to bear in mind here. First of all, while the
expressed request may include a particular orientation coming from the decision-
makers, the formulation of the problem may also be oriented by the representa-
tions of the analysts, who have their own visions of the context, and their own
values, which are difficult to overcome. This obviously constitutes a limit to the
supposed neutrality of the decision aiding process, and therefore of the algorithm
that will be produced.

Secondly, this work of developing algorithmic treatments also has axiological
limits, intrinsic to the scientific field: to be effective and valid, methods must be
based on properties and hypotheses that must be guaranteed, which is not always
possible in practice. Sometimes we may perfectly describe what we want to have
as a procedure but do not know any technical way to achieve it. Considering Ar-
row’s theorem [6], we know for example that it is impossible to aggregate voters’
preferences, respecting universality, unanimity, independence and absence of dic-
tatorship. Thus, in practice we cannot for example build a voting system that will
always produce a winner and that cannot be manipulated [35]. Thus, we have
to make trade-offs or choices: rely upon the Borda method, or on a two-round
voting, but without guaranteeing the absence of manipulation, and this leads in
raising ethical issues.

Sometimes, we have to face practical infeasibility: the complexity of the al-
gorithm chosen could lead to prohibited computational time, or it requires data
we do not have access to. Consider the case of constructing a driver’s tour. As
the only exact approaches we know are exponential in time, it can take too long
to find the best solution in some large real cases, so we focus on solutions close
to the optimum, that have to be reached using relaxations or approximations that
are based on techniques relying on the analyst’s own expertise. Those technical
approaches and their limits can take a back seat to the ethical norms that we might
have wanted to respect.

To these limits, we can also add the problem of the ’law of the instrument’:
When you have a hammer, it’s tempting to think of everything as a nail [23]. The
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analysts have acquired expertise in many classic decision problems, as well as in
algorithmic approaches to solve them, so they will have a certain tendency to re-
fer to this previous knowledge when answering a new problem. If analysts work
on combinatorial optimisation, everything tends to be a combinatorial problem.
When a decision-maker wants to build the ’best’ vehicle routes, analysts often
tackle the problem by looking for the routes with the shortest distance or mini-
mum duration, which are classical objective functions to evaluate the ’utility’ of
a solution. It is much rarer to take into account the place where the driver wants
to take a lunch break, despite the fact that this is an issue of interest and so could
constitute an element of ’utility’.

This point is in line with the expressed concern about taking stakeholders and
consequences the analysts have to take into account during the analysis phase.
Nevertheless, the tools are designed for generic cases and are based above all on
the expected regularity. This directly prevents treatments to consider the unique-
ness of each situation. This respect of arguable rules is the reason why we can
speak of a reflection essentially at the normative - or theoretical - level, under the
responsibility of the analysts, in order to frame as much as possible the results,
but also leads to potential framing effects of what is called ’invisible technologies’
[10]. Thus, they have to question lots of dimensions we have just mentioned. But
this cannot address every issues that may occur in practice, as we want to develop
now.

2.3 Decision-makers and ethics in practice
Such generic treatment always becomes a source of potential undesirable effects,
when circumstances change, without this being reflected in the input data, which
transcribes the information that was thought necessary at the time of design. In
real-life problem situations, there are always unforeseen events that occur and call
for a rethink of the treatment, where theoretical ethics reaches its limits in the face
of unbridgeable exceptions or contradictions. This is where practical ethics must
take over.

However, in terms of practical ethics, something remains impossible to trans-
fer to the analyst specially because it cannot be formalised with rules or capture
with statistics. Indeed, the decision-maker (we previously define as the one who
makes the final decision with the help of an algorithm), who is the problem expert
in charge of the action to come, is by definition the person who has acquired some-
thing like practical wisdom, in Aristotle’s sense [5], an on-the-ground knowledge
of the problem. Unlike the analyst, these decision-makers have had recurrent ex-
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perience of the problem situation for which a support tool is to implement. The
decision-makers are therefore aware of a range of borderline cases, exceptions,
difficulties and conflicts, that the analysts cannot all identify during discussions
and model. The decision-makers, confronted with some of the affected stakehold-
ers, such as the driver in the given example, have already received feedback and
noted possible difficulties. They have also already tried out different types of re-
sponse and can assess many of the consequences, whether desirable or not. In
a given situation, these decision-makers can rely on resources based on practical
knowledge, not always theorised, but effective and adapted to the situation. And
they mobilise this knowledge to arbitrate on the action to come in the decision
moment: what might correspond to a form of practical ethics cannot therefore be
fully transferred to the analyst upstream of use.

This leads here to highlight an initial line of responsibility sharing between the
decision-maker, as an expert in the practical situation, and the analyst as an expert
in decision problems. It can be argued that exchanges between these two parties
enable mutual knowledge and information sharing. The fact remains, however,
that dividing up responsibility necessarily complicates the analysis of the issues
and the way they are taken into account, and even leaves certain cases or disputes
outside the scope exchanges deal with, each one believing it to be within the
supposed scope of the other, but in fact in an undefined area.

2.4 Global issues
The analysis and consideration of stakeholders, which is discussed in the litera-
ture, also mentions wider issues, particularly at the social and ecological levels,
for those directly affected but also for future sustainability (see for example [12]).
Such an analysis obviously goes beyond the practical reflection that can be carried
out by decision-makers on a daily basis. At the scale of the creation of a single
delivery tour for a supplier, who is subject to an injunction of profitability, how
is it possible to grasp in a relevant way the issues of the territories impacted by
the traffic, or the ecological issues of carbon-based transport? It is reasonable to
assume that this goes beyond the knowledge and power of the decision-makers.
Some discussions [32, 29] question it in the scope of what OR should address.
Nevertheless, such issues are becoming more pressing with the spread of algo-
rithms, without being solved. We argue that it is even becoming worst, because
in fact analysts do not have real means of action. That high level issues will be
discussed in part 4, as the effects of mass use are even more far-reaching, whereas
decision support limited to a single decision-maker or single sector of activity, as
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mentioned in part 3, primarily affects the players in the sector and their relatives
(just as driver’s relatives may be affected by the driver’s working time or fatigue).

3 Automation
Despite any reservations, algorithms and decision-making supports may be a real
time-saver in many context. In addition, the systematic treatments produced,
based on scientific foundations, tend to suggest that they are easier to frame and
justify in a rational way than human decision making. These are the reasons why
they are more and more deployed, leading to the use of a unique algorithm for
numerous decision-makers. On the one hand, more and more processes are be-
ing automated, and on the other hand, more apparently comparable decisions are
being automated using the same algorithms. This has a number of effects on the
responsibility of the actors involved, which are outlined in this section.

3.1 Decision process components
Several taxonomies on automation have been proposed [40]. It leads to distinguish
three theoretical components of the decision-making systems: the first one is the
moderator, that supervises the decision-making process and makes it moving for-
ward; the second one is the generator, designed to analyse data and build feasible
solutions; the last one is named decider and is in charge of making the final de-
cision, among feasible ones [18]. When there is no automation, the moderator
corresponds to the moment a problem situation is identified (such as ’distribu-
tion tour is not satisfying’) and turn into a clear question on a given perimeter
(e.g. ’How to build the driver’s tour in order to serve every client in a day?’).
Concerning the generator, when handcraft decision-making is done, it deals with
the moment where different solutions are created and evaluated for comparison,
which sometimes leads to reframe the first question, in case where no satisfying
solution can be found. Finally, the decider step corresponds to the election of a
given solution, among discovered alternatives, for action.

Each one of these three components may completely rely on the human agent
(without any automation) or on a full automation and so the human agent does not
have the hand or any veto. Between these two extreme positions, the ’human in
the loop’ part could result in a system ’mixed but more human’ or ’mixed but more
automation’, or it could be equally shared. As [24] discussed, the equilibrium is
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far from being possible to reduce to the question of when to defer difficult decision
steps to human sensitivity.

3.2 Normative difficulties
These different components are more or less intertwined in a decision-making
process that relies entirely on humans. To automate the process, each stage needs
to be clarified, and many choices need to be made before use. The higher the
degree of automation expected of the components, the more the analysts have to
make prior trade-offs to automate processes, i.e. not to require any human in-
tervention afterwards, and to depend solely on pre-established parameters. This
parametrisation is often wider than optimisation methods’ parameters, in a com-
plete Automated Decision-Making System, that is a clearly channelling processes.
Once done, the scope and format of the input data or the method of exploring so-
lutions cannot be questioned again for each run, since this would mean repeating
potentially the entire analysis and therefore completely disregarding the expected
time savings. This automation and the resulting initial parameterisation may first
be seen as a change of scale compared with the development of a targeted algo-
rithm for a single decision, but there is in fact a change in the nature of the process
which has many consequences.

Indeed, when the same algorithm has to be designed for many different uses
- and therefore many different decision-makers, since keeping human in the loop
is still in force - it would be necessary to integrate the expectations of all of them
on all known cases. It soon becomes clear that this is impossible in practice, for
a number of reasons. The first is linked to the inevitable disagreements between
the decision-makers concerned on the way to model the situations addressed and
on the principles to be followed in their practical implementation. No matter how
much they know about each other or how much time they devote to building a
compromise, convergence cannot be perfect, nor can it be perfectly transcribed by
the analysts.

In addition, thinking through the compromises to be done in each case and
for each problem situation would require time that is difficult to limit, and which
increases drastically with the number of participants [33]. Finally, it is impossible
in practice to bring together all the users of a decision support system, who will
be the decision-makers. When the system is created, there may already be too
many of them, or they may be too dispersed, so they are only represented by
pilot groups or persona. Subsequently, the tool can also be made available to
decision-makers who were absent, because they have not yet been recruited for
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the functions concerned, or because the scope of deployment is increasing.
Regarding the analysis, some of the subtleties specific to each decision are

thus aggregated. Different ways of arbitrating cases can thus become undiffer-
entiated, and analysed at a more general level. The approach adopted to analyse
a very large scope is necessarily done at a higher level, not even close to the fi-
nesse required to integrate ethical issues perceived by the various players (such as
drivers). It is in fact often difficult for analysts to capture or bring out rarely for-
malised processes from the practice of a decision-maker, but this becomes worse
when there are many of them, and when they have distinct habits, contexts or ac-
tors to consider. The gap between prescribed work (or the description that can be
given) and real work, which is never entirely reducible [19] for anyone including
the decision-maker, also carries an ethical dimension, which seems impossible to
grasp, especially when the analysis remains too far from the ground.

3.3 Practical experience
These difficulties, which are specific to the analysis stage, lead to the production
of highly standardised treatments, whose variations are often limited in the face
of exceptions and special cases. The effects of this standardisation on work have
been widely discussed since the work of [10]. We can thus see various elements
showing that the use of digital technology is changing the relationship to work
and so directly influencing decision-makers on practice. As a result, practical
experience of ethical issues is also changing. Despite the regular confrontation
with each unique case, the space for reflection remains restricted by the previously
framed process, which modifies the means of analysing the issues in stake, i.e. on
the level of practical ethics that the analysts could not address.

Decision-makers, who are often kept in the decision-making process to act as
ethical guarantors, are both guided and constrained by pre-customised parame-
ters. On the one hand, the recommendations that have been constructed to save
time and guarantee the stability of the decision encourage them to make a partic-
ular type of decision without mobilising a great deal of questioning. On the other
hand, the formatted interface and pre-established rules can inhibit the creation of
exceptions and differentiated treatments even when decision-makers might wish
to do so. As a result, there is little room for in-depth reflection on the issues
at stake, and little opportunity to acquire direct ethical experience. When mov-
ing from an untutored problem situation to the use of a decision support, we can
even postulate that there is a loss of ethical sensitivity. In the same way that we
speak today of professional deskilling in the face of tools, we can underline a loss
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of ethical skill, which tends to make the decision less sharp. From this point of
view, the use of decision aids seems to be in direct contradiction with the practi-
cal experience highlighted by Aristotle in the ethical reflexion [5]. Experienced
decision-makers gradually lose the ability to carry out a detailed analysis of the
decision on their own, and more inexperienced decision-makers are unable to do
so for the same reasons. In this way, we can speak of a global ethical deskilling,
the risk of which is obvious. If all the transport departments in a given group are
faced with the same route planning software, with functionalities based on a more
or less aggregated representation, it will be difficult for each decision-maker to
take account of the different social and cultural contexts in order to protect each
driver from various prejudices, sometimes not perceptible via the tool.

Over and above the individual limitations of direct confrontation with situa-
tions that a digital tool can only provide an incomplete representation of, there
is also a collective issue in terms of ethical skill. Indeed, the decision-makers
as a whole, aided by the support, apprehend the decisions to be taken only or
mainly through the tool. They perceive the issues and potential solutions not
through direct experience, but through the representation used during the design
phase, which has partially fixed the dimensions and parameters. However, when
it comes to ethical issues, as elsewhere, many difficulties arise from primitive un-
thinking and emerging situations, as we said in the previous part. Because they
are guided in their practices by the tool, decision-makers are unlikely to detect
necessary changes in the model, whether these are linked to a gradual evolution in
the decision-making environment or to the appearance of black swans [36]. Even
when changes are detected by one or more decision-makers, they are not, or lit-
tle, discussed, and are therefore too rarely the subject of a new formalisation or
a revision of the model in place within the support. It leads to a great difficulty
for new structured knowledge to emerge and be taken into account. On the ex-
ample dealing with drivers’ tour, we could say that despite the many testimonies,
and the formal work now accumulated on the social isolation of lorry drivers,
which has increased with the introduction of digital management systems, this is
not the subject of direct adjustment levers in most of the software made available
to decision-makers.

3.4 Supporting practical wisdom?
Of course, this type of apparent lack in the tools is primarily due to their prior
orientation, as we emphasised in the first part. Decision support tools are built
around dominant representations and expectations, particularly in terms of opti-
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mising lead times and costs, which leave little room for other aspects of organisa-
tion. Faced with these incentives, which often relay productivist expectations, it
is difficult for a decision-maker to maintain or develop an autonomous stance in
integrating the different levels of challenge. Despite the desire to keep a human
element in the loop, the tool leads to shape the way they exercise their respon-
sibility. Here again, the decision-maker’s responsibility appears to be subject to
that of the analysts and the choices they make. However, as we said, the analysts
are not directly involved in the decisions to be made in situ and do not have the
practical experience of the professionals mentioned above.

The grey area between the responsibility of some and that of others seems to
have increased. Besides, it is not easy to remedy the situation. In order to prevent
a form of deskilling, elements could be incorporated into the design to encourage
the decision-maker to carry out a more in-depth analysis of the recommendation
produced on different dimensions. However, to do this we would need to rely on
data that is often qualitative in nature (isolation or fatigue, for example, are dif-
ficult to quantify), or even difficult to qualify and transcribe because it is directly
linked to human perceptions (unfairness between drivers, for example). In addi-
tion, decision-makers should undoubtedly be allowed to explore solutions outside
the framework, in order to feed their experience as well as their capacity to create
alternatives. From this point of view, the underlying paradigms, specific to time
saving and the definition of expected efficiency, or the priority given to ethical
issues, need to be reconsidered. A great deal of work is being done on flexibility
and ways of giving the decision-maker back control at key stages in the process
or in response to alerts that need to be defined. For more details on such interac-
tive methods, we refer to the analysis proposed by [25]. Unsurprisingly, however,
these aspects are often in conflict with automation, which is supposed to guarantee
the stability and transparency of the process, as well as its speed. Besides, the con-
struction of compromises of this nature is not obviously aligned with widespread
dissemination, and should remain focus on a well-studied and limited perimeter,
such as proposed by [7].

Finally, it should be noted that any mechanism, such as interactive optimisa-
tion methods, designed to place decision-makers more firmly in their position of
responsibility when using automated support systems (or just trying to avoid eth-
ical deskilling), increases the occasional risk that these decision-makers’ agency
will not be in line with the ethical issues initially identified. The reason is because
they might take a different approach to their responsibility than the one imagined
by the analysts when they designed the proposed framework. The existence of
such different perspectives cannot be handled quantitatively as we do in multi-
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criteria decision analysis. Any MCDA model should be considered on its turn
under the real ethical dimension of the decision. If design is done to integrate
different indicators on fatigue, or drivers’ preferences while computing tours, a
final user, who is the considered decision-maker, may prefer to pay attention to
other criteria according to a real situation. Indeed, it is impossible to guarantee
at the design stage an ethical framework for all the effects of using a decision
support system in any cases. Moreover, to rely exclusively on the individual and
professional responsibility of the decision-maker is also to run the risk of generat-
ing unforeseen or undesirable effects, despite an ethical vigilance, because of the
delicate dimensions specific to decision aids, raised in the section 2.2.

4 Massification
Beyond automation and tool replication within a given structure, we see more
and more digital tools that are being massively deployed. Many decision support
tools now exist and are available to the general public. The aim is to give as
many people as possible direct access to services. The platforms set up to make it
easier to consult the population, book medical appointments, pay tax or apply to
university, for example, are designed to democratise services, helping people to
have new choices, participate to more debates. This is not just a change of scale.
Such platforms are designed for a very large number of users, who will have a
variety of uses, in very different contexts. What’s more, when they are widely
distributed, the cultural and social contexts to be considered can be completely
different. It should be added that the expectations to be taken into account cannot,
of course, be discussed with all the potential stakeholders. There are too many
of them, and many cannot be identified at the design stage. This ties in with the
profound difficulties in establishing the standards to be included in the tool, as
mentioned above. However, this difficulty is not enough to explain the issues that
are now widely denounced.

4.1 Decision-maker at the helm?
The algorithms proposed for recommending products or itineraries, for example,
are based on decision support approaches. Many people use them to save time on
issues that do not necessarily fall within their professional perimeter. As in previ-
ous cases, they cannot be assumed to have sufficient knowledge on the axiomatic
bases and performative effects of algorithms to grasp the issues at stake, but in
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addition here, they can no longer be assumed to have the practical experience to
measure the ethical stakes of the decision to be taken. With little - or no - dedi-
cated experience or knowledge of the potential impacts, users, who do not always
see themselves as decision-makers whose responsibility is at stake, do not neces-
sarily have the reference points to question their own use. Unlike professionals,
they have a priori no practical wisdom to draw on, and obviously no professional
code of ethics to draw on when making their decisions.

In addition, professional decisions generally directly involve several players
(service users, professionals involved, etc.), identified by the decision-makers. In
the case of personal use, this is not systematic. More generally, there is not nec-
essarily a circle in which the first direct issues are discussed, as was the case with
the drivers in the given example. What’s more, the nature of the issues regularly
raised is not the same. It is no longer a question of a professional decision for
others that is potentially unsuitable and reviewable by the decision-maker who is
trained in this issue (as a judge is capable of looking critically at an automatically
suggested sentence, or just as a transport manager can review the planned dis-
tribution). Conversely, in the case of use by the general public, decision-makers
generally do not have sufficient means of analysing the complex issues involved in
their decision. Many of the issues involved are not directly visible or analysable.
For example, until it had been in use for several years and various studies had been
carried out, it was impossible for any individual to measure what is the result of
the stacking effect of decision supports, but they are in fact numerous. Just as few
examples, we may consider all the regional impacts on roads, cities or rentals,
because the way we travel or do tourism drastically evolves [14]. It was only after
a significant amount of news stories and formal studies that usage trends showed
their impacts over a very wide circle. Only a huge number of people who con-
sider relief routes proposed by navigation tools generates a stacking effect and so
troubles for local residents, which eventually require costly improvements1.

On the other hand, there are effects which are detrimental to the decision-
maker himself, threatening his autonomy in particular: excessive data collection,
nudge, alternatives not presented, and so on. There may be various reasons for
this, which we will mention below, but these problems cannot be directly ques-
tioned by the decision-makers, since it is precisely their own agency and capacity
for analysis that are reduced. Not only can we therefore establish that decision-

1Navigation Apps Are Turning Quiet Neighborhoods Into Traffic, Nightmares, New
York Times, 2017, https://www.nytimes.com/2017/12/24/nyregion/
traffic-apps-gps-neighborhoods.html
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makers’ responsibility is de facto limited in the context of use, but in fact we could
even go so far as to question the term ’decision-maker’ itself for these users.

4.2 Specific Design issues
During the design phase, several points should be noted. As mentioned, not all
’decision-makers’ can be heard, and not all their potential uses have been identi-
fied. As a result, analysts cannot rely on a clear, stable and unique definition of
needs as in a professional context, or on the formalised expertise of a decision-
maker with whom they can interact. The analysts must therefore understand the
need and refine the solutions proposed by other means. However, a specific advan-
tage of mass distribution lies in the number of uses for which data can be collected,
enabling both an analysis of the behaviours and a more detailed description of the
decision-making environment. In the case of route planning, for example, it is
possible to understand habitual journeys, as well as establishing the traffic con-
ditions that need to be taken into account when calculating journey times in real
time. There is a key issue here in terms of the effectiveness of the service offered,
which in a sense justifies this functionality in the name of the decision-maker’s
expectations. However, collecting data on the decision-makers themselves, and
potentially influencing -or nudging- them, can be seen as detrimental to them at
the same time.

More generally, analysts are faced with a poorly defined problem and an in-
finite number of potential uses. They are therefore faced with the challenge of
finding ways of setting a framework within which to develop the search for al-
ternatives, and at the same time curbing any excesses that might arise. Use is
therefore more and more framed by limited parameters, by possible prohibitions,
or by suggestions to guide thinking (the driver cannot choose the planned speed of
his vehicle, for example). This serves both to simplify day-to-day use and to limit
the risks of hijacking or misuse. The algorithms are also designed for standard
everyday use, allowing users to search standard solutions. Decision-makers may
search for a shorter route, for example, but do not take into account additional
side dimensions (driver fatigue, scenic beauty, quality of stops, local residents
affected by traffic, etc.).

To make the algorithms effective on such classical criteria (distance and time
usually), secondary objectives are used. We call secondary objectives any mea-
sure that is used to guide the algorithm or make intermediary steps run in a given
direction, such as gathering as much data as possible or clustering paths into lim-
ited sets to find the shortest path more quickly. These secondary objectives are not
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necessarily aligned with the original need of the user [42]. In extreme cases, this
can even be prejudicial, for example if the use of data to infer behaviour reveals
elements of private nature. Analysts are therefore in direct contact with palpable
ethical issues here, but reducing or redefining secondary objectives often directly
threatens the response to the primary objective, or the safety of use itself, and it
is therefore generally a utilitarian trade-off that is made, within the framework
defined by the laws. This arbitration is based on the use at the centre and the as-
sumption of these supposed superior positive effects, which should in fact also be
questioned for a real ethical analysis.

What’s more, this ethical questioning, which relies on the analysts, is not at
the same level as the question of use itself. The aim here is not only to mea-
sure the direct impact of the decision and the action to come (does the proposed
road meet the expected safety and relevance criteria?), but to assess the impact
on the knowledge and agency of the decision-makers in their decision-making, or
to assess the overall effects (generating unplanned traffic on unsuitable roads, for
example, leading to regional development needs). Whether we are talking about
the psychological effects on the decision-maker or on other impacted users, or
whether we are talking about social effects (occupation and use of land) and en-
vironmental effects (pollution, soil artificialisation, etc.), it appears that analysts
are also faced with issues beyond their technical and theoretical skills, for which
they have little or no training. Like decision-makers, they therefore often have
a construction based on dominant representations. Such general representations
only change with a long delay, as when dedicated research establishes the extent
of the impacts and a new knowledge is disseminated.

In theory, we would like all these tools to focus on the common good, going
beyond the immediate interests of the decision-maker or any provider, but this
is a political issue. Analysts are neither trained or skilled nor mandated to deal
with political issues. The fact that we are collectively aware of a large number of
shortcomings or inconsistencies in our expectations does not allow us to establish
a clear public response. Thus, the practical issues are delegated to the level of
analysis, in the hope that technical skills alone can produce the fair society we ex-
pect. However, this does not take into consideration the fact the analysts on their
turn are subject to the same questions and controversies, do not necessarily hold a
common vision about the society and what a fair society should be. Expecting that
a technical solution will settle a political controversy means concealing the social
controversies behind it and the political responsibilities of who is supposed decid-
ing. At the same time any results produced using such technical solution will have
political consequences, for which the analysts become de facto co-responsible, as
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if they had to assume a political mandate that once again they do not have.

4.3 Principles and regulation
Work on the regulation of massive algorithms has therefore emerged, with several
objectives. First of all, there is an important need to regulate their use in order to
avoid piracy and misappropriation with serious consequences. This expectation is
generally considered to exceed the loss of autonomy for the decision-maker, and
is therefore imposed on analysts. In addition, there is a certain consensus on re-
stricting the means of action of the analysts themselves, prohibiting the harvesting
of certain types of sensitive information or other problematic practices. Some of
these elements then fall within the scope of detailed legal regulation, dedicated to
the protection of players from individual, commercial or other harm. The AI Act
[17] is the most recent example trying to deal with that.

However, there are also a number of principles, which can be adapted by field
of application, by territory, or at the discretion of the analysts. Here we could meet
what early OR questioning reveals. This creates a level of ethical reflection that is
placed above the analysis in order to represent the political issues and global ex-
pectations that frame the technical orientations analysts may consider. Since the
last years, we can find numerous works on AI ethics principles. In [20], authors
highlight five general principles commonly used: beneficence, non-maleficence,
autonomy and justice - that are already introduced in bioethics - and explicability.
As [27] has established, there is an obvious risk of ethical washing, as these prin-
ciples are often generic and difficult to define without conflict with other values.
There is therefore a risk that everyone will adopt the definition that is easiest for
them, without really addressing the underlying issues. One might thus think that
this Principalism, which is being put in place with different variants, is of very
limited use in practice. However, this global approach, potentially involving so-
ciety as a whole, offers at least two different avenues: As it has been done for
proven and unacceptable dangers, it is entirely possible to feed into legislation
formally prohibiting certain practices, and thereby guiding or framing the work of
analysts.

In addition, it is not uncommon for analysts to find themselves faced with eth-
ical issues for which they are in the front line in the construction of models, with-
out having the relevant resources or knowledge to mobilise. In the same way as
professional decision-makers require a level of reflection of the order of practical
ethics, it is conceivable that analysts will gradually develop professional exper-
tise, enabling practical ethical reflection, dedicated to massive algorithm design.
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To this end, the principles argued in the literature are an essential knowledge base
to be mobilised and confronted with ’on-the-ground’ reality during modelling. In
the same way that the medical profession trains its staff and promotes its own eth-
ical reflection, albeit in relation to the conceptual knowledge on which it is based,
the training of analysts cannot do without this first level of general principles, to
be constantly developed and questioned in practice. Just as an example, keeping
non-maleficence as a core goal while developing any applications may prevent
analysts from sludging users.

This is a necessary first step: for analysts to understand and appropriate the
principles under discussion, and the reasons why this vigilance is necessary in the
face of risk. This brings us back to the establishment of ethical principles, and the
training of analysts, which were already being discussed by the pioneers of OR
[1]. Nevertheless, massification is raising far greater issues, and at a speed never
imagined before. The use of algorithms, like all technoscience, has deeply altered
human power to act, amplifying it drastically. The stacking effects of individ-
ual actions we already mentioned, and the unpredictable long-term consequences
make the individual subject who is supposed to be ’responsible for his actions’
an inoperative framework for analysing responsibility. Months after design and
analysts’ work, it is now possible for anyone to use their phone to plan a journey
thousands of kilometres away, then to rent a place, adding to all the behaviours
that are changing cities and drastically increasing property prices, but also pollu-
tion, creation of roads or long-haul routes, and ultimately changing the behaviour
of everyone, even if they are not direct users [14].

This is why the reflection and structuring of expectations at institutional level,
the numerous academic studies and the potential increase in analysts’ skills are
not enough. The ability to contain the effects is out of all proportion to the scale
of those effects. As [22] has widely argued, in the face of this unprecedented
power to act, the foundations of classical ethics are being called into question.
The Imperative of Responsibility refers in particular to the skills and knowledge
to be mobilised, in addition to ethical reflection itself. Here, we have mentioned
individual psychological issues, societal issues and environmental issues. It is
therefore in each of these spheres that knowledge is needed to approach the pos-
sible consequences and thus channel human power to act. And while analysts are
in the front line with their own knowledge of models and algorithms, they cannot
be the only ones to take the lead and it is certainly far from providing a complete
respond to give them the sole mandate to arbitrate on so many choices, with such
far-reaching impacts.

Analysts are directly involved when designing methods, because they choose,
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willingly or not, the non-neutral way they encapsulate principles or standards in
algorithms. The fact that they have to answer for their decision on the way to make
it enforces to think about how to justify and amend procedures if needed. Never-
theless, uses to come do not involves them directly and cannot be fully imagined.
That is why, users - decision-makers - also always bear a part of responsibility.
But it can’t be the only responsibility of each decision-maker to carry out on his
own the full analysis every time an algorithm is used, since their practices are
framed by previous choices and norms.

Even if it is difficult to define the perimeter of each actor’s direct responsibil-
ity, as we have tried to do here, the uses and their consequences are in fact the
responsibility of all those involved, in an attempt to grasp the whole picture and
the issues at stake. So, it is essential for everyone to capture the stakes and try
to address these issues on each given perimeter. It means for each potential use
trying to explore, to imagine the worst, to call on knowledge that is useful for
understanding and anticipating, trying to fully exercise one’s responsibility for fu-
ture actions, since the moment we are using such powerful tools. But any design,
any use are also coloured by habits, cultures and the whole environment, and we
know that consequences also come with interactions and stacking effects to grasp
in the whole picture. So, at the end, it relies on the global society. As the conse-
quences come with the collective, it is first of all at this level that limits need to be
found and where individual responsibility is diluted.

5 Case study
Trying to increase awareness on issues and how it is linked with scientific and
technical considerations, a case study, built together with Christine Solnon, has
been proposed to all the participants of the Summer School dedicated to respon-
sibility of algorithms, that held in 2023 in Aussois (FR)2. Based on their personal
knowledge on navigation tools (as Waze or Google maps), participants were in-
vited to think about what could be a new tool with deeper ethical considerations.
Another way to say it: The idea was to work on possible ethical questions to tackle
in the analysis and design phase of a massive tool. This study has begun by dis-
cussing the article written by Cardon and Crépel [14] who mention many dangers
and impacts of navigation tools on territories, behaviours and stacking effects.

2École thématique du CNRS, “Responsabilité des Algorithmes”, Aussois, 2023, http://
gdrro.lip6.fr/?q=node/297
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Navigation tools are based on well-know approaches aimed at solving the
shortest path problem under different settings of available information and type
of demand. From a technical point of view the problem is extensively studied
[11]. Results around temporised-graph are to be considered for a real-time com-
putation of travelling time [21]. The case study focused on additional questions to
consider around impacts, and the reasons for which responsibility could be hard
to carry during the design of a tool. In the following we present different issues
discussed during the exercise or after.

1. A first issue deeply discussed was dedicated to data collection, that could
threaten privacy. Alternatives have been explored, using satellite images or
phone signal aggregation to identify traffic jams. This raised a big question
on the likely cost of balancing a lower level of individual data collection, if
chosen.

2. Many exchanges have been around the stacking effects and impacts: in par-
ticular forced urban development to face traffic and environmental pollution
coming from vehicles. Many solutions were explored to limit or nudge in-
dividual behaviours, by enforcing users to car sharing, co-modal travel, or
shared-use vehicles. Channelling the possible routes to prohibit passing
through high-density areas, or in front of schools and other sensitive loca-
tions, was also an option considered, which could be of interest to certain
cities currently disrupted by traffic changes.

3. The wider issue of limiting travel as a whole in order to reduce pollution
and energy consumption was also explored. Most important principles or
values to consider were obviously not the same for every participants, and
so could change technical choices to make. Debates has made appear many
social considerations behind travelling assistance, and have largely shown
how algorithms design actually involves analysts as full-member citizens
that they are.

4. A last point is related to the technical dimensions studied in computer sci-
ence curricula. An important objective is to consolidate the understanding
of shortest path algorithms (A*, Dijskstra) by modifying the problem and
studying the properties that are or are not preserved. These modifications
are the addition of the time parameter when crossing an arc, which does not
allow to preserve the optimality property of the sub-problems. Then, the
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FIFO (First in, First out) property, which is natural in practice since it indi-
cates that entering a route later means arriving at the exit later, restored this
property but obliged the students to understand the algorithm and its proof
and to adapt them.

The discussion between these technical questions and the ethical issues led
to very reach debates. It allowed to make appear how technical and ethical con-
sideration could be intertwined and it increased awareness of participants on hid-
den political challenges. Discussions have also brought the deskilling question
through difficulties Inuits now have with orientation because of such tools [4].
Finally, the discussion also gave very interesting avenues on how to extend such
exercises to training courses for computer scientists and engineers, leading them
to higher critical thinking. This study is now also offered to computer scientists
as part of technical courses on shortest path algorithms (such as in Operations
Research courses in Université Grenoble Alpes or in a course on Algorithms and
Artificial Intelligence at INSA Lyon.)

6 Conclusion
Although algorithms and decision support systems are valuable allies for fast, re-
producible and effective decisions, they may also have deep harmful effects, direct
or not. For that reason, it is an important question to search for ways to ensure lia-
bility. If humans are the only beings capable of ethics [22], we discussed different
limitations that decision-makers and analysts are facing to assume full responsibil-
ity, showing specifically how modelling is not just a technical question. In fact, we
all have to assume responsibility as users and stakeholders, since massification re-
sults in cumulative effects that are far from being foreseeable. An important point
concerns values or principles to apply in a collective manner. These depend on
the whole society, at a political level, so debates and responsibility are to consider
at this given level. There may be issues and potential impacts on individual criti-
cal thinking and agency as well as on wider external perimeter, but the ability to
be responsible does not increase accordingly to this impacted perimeter, for any
single actor.

Global knowledge is currently increasing about potential harm, far beyond
what first OR practitioners knew, and confirms that awareness of analysts is manda-
tory [9] but this awareness alone does not ensure a better result. Even the global
awareness, more and more developed, that leads to elaborate principles, guide-
lines and thresholds, does not ensure harm or that any detrimental effects will
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disappear. We are facing creations with a level of impact bigger than recourse
possibilities. In one word, we are deploying uncontrolled devices to unprepared
uses. In view of this, it is not only necessary to discuss the ethics of algorithms,
or of the people who build and use them, but to accept the fact that we need to
integrate this reflection, this perpetual questioning, at every stage, and on an on-
going basis. As we said, ethics includes the perpetual - individual and collective
- reflection on what makes a given decision acceptable or even desirable in the
light of higher dispositions, values or ends. So, the moment a process becomes
automatic, massive and blindly used (i.e. without any further reflection), there is
no more ethics.

Acknowledgements
Authors want to deeply thank every participants of the Summer School on Re-
sponsibility of algorithms in 2023, supported by the CNRS, GDR ROD and RA-
DIA. The discussions that took place greatly enriched the reflections that preceded
the preparation of this article. Authors also would like to address a particular thank
to Christine Solnon for her great contribution to the case study and discussions,
and Marc-Antoine Pencolé who has read an early version of this paper and pro-
vided precious advises. The last author acknowledges the support of two CNRS-
MITI 80-PRIME grants supporting his research. Obviously, authors remain the
only ones responsible for the contents of this essay.

References
[1] R.L. Ackoff. The social responsibility of operational research. Journal of

the Operational Research Society, 25:361–371, 1974.

[2] R.L. Ackoff. The systems revolution. Long range planning, 7(6):2–20, 1974.

[3] R.L. Ackoff. Business ethics and the entrepreneur. Journal of Business
Venturing, 2(3):185–191, 1987.

[4] C. Aporta and E. Higgs. Satellite culture: global positioning systems, inuit
wayfinding, and the need for a new account of technology. Current anthro-
pology, 46(5):729–753, 2005.

[5] Aristote. Éthique à Nicomaque, Trad. Tricot, Jules and others. Vrin, 1959.

23



[6] K.J. Arrow. Social choice and individual values. John Wiley, New York,
1951.

[7] V. Bebien, O. Bellenguez, G. Coppin, A. Ma-Wyatt, and R. Stephens. Ethical
decision-making in human-automation collaboration: a case study of the
nurse rostering problem. AI and Ethics, page in press, 2024.

[8] O. Bellenguez. A la recherche du temps de travail perdu. Presses des Mines,
2020.

[9] O. Bellenguez, N. Brauner, and Tsoukiàs A. Is there an ethical operational
research practice? and what this implies for our research? EURO Journal
on Decision Processes, page 100029, 2023.

[10] M. Berry. Une technologie invisible? L’impact des instruments de gestion
sur l’évolution des systèmes humains. Centre de recherche en gestion, 1983.

[11] K. Braekers, K. Ramaekers, and I. Van Nieuwenhuyse. The vehicle routing
problem: State of the art classification and review. Computers & industrial
engineering, 99:300–313, 2016.

[12] J-P. Brans and G. Gallo. Ethics in or/ms: past, present and future. Annals of
Operations Research, 153:165–178, 2007.

[13] Gaudart C. Activity, time and itineraries: for the integration of multiple
times in the ergonomic analysis of work. Le travail humain, 79(3):209–232,
2016.

[14] D. Cardon and M. Crépel. Algorithmes et régulation des territoires. Gou-
verner la ville numérique, La vie des idées, pages 83–102, 2019.

[15] C.W. Churchman. Operations research as a profession. Management science,
17(2):B–37, 1970.

[16] A. Colorni and A. Tsoukiàs. What is a decision problem? European Journal
of Operational Research, 314(1):255–267, 2024.

[17] Council. Artificial intelligence act. Technical report, European Union, 2024.

[18] M.L. Cummings and S. Bruni. Collaborative human–automation decision
making. In N.Y Shimon, editor, Springer Handbook of Automation, pages
437–447. Springer, 2009.

24



[19] Ch. Dejours. L’évaluation du travail à l’épreuve du réel: critique des fonde-
ments de l’évaluation. Editions Quae, 2016.

[20] L. Floridi and J. Cowls. A unified framework of five principles for ai in
society. In S. Carta, editor, Machine learning and the city: Applications in
architecture and urban design, pages 535–545. Wiley Online Library, 2022.

[21] R. Fontaine, J. Dibangoye, and Ch. Solnon. Exact and anytime approach for
solving the time dependent traveling salesman problem with time windows.
European Journal of Operational Research, 311(3):833–844, 2023.

[22] H. Jonas. Le principe responsabilité. Flammarion, 1979.

[23] A. Kaplan. The conduct of inquiry: Methodology for behavioural science.
Routledge, 2017.

[24] D. Leitão, P. Saleiroo, M. Figueiredo, and P. Bizarro. Human-ai collabora-
tion in decision-making: beyond learning to defer. arxiv:2206.13202, arXiv,
2022.

[25] D. Meignan, S. Knust, J-M. Frayret, G. Pesant, and N. Gaud. A review and
taxonomy of interactive optimization methods in operations research. ACM
Transactions on Interactive Intelligent Systems (TiiS), 5(3):1–43, 2015.

[26] Y. Meinard and Tsoukiàs A. On the rationality of decision aiding processes.
European Journal of Operational Research, 273(3):1074–1084, 2019.

[27] L. Munn. The uselessness of ai ethics. AI and Ethics, 3(3):869–877, 2023.

[28] C. O’Neil. Weapons of math destruction: How big data increases inequality
and threatens democracy. Crown, 2017.

[29] R.J. Ormerod and W. Ulrich. Operational research and ethics: A literature
review. European journal of operational research, 228(2):291–307, 2013.

[30] CNIL Rapport. Comment permettre à l’homme de garder la main. Les enjeux
éthiques des algorithmes et de l’intelligence artificielle, 2017.

[31] J. Rawls. A theory of justice. The Belknap, 1971.

[32] U. Reisach. The creation of meaning and critical ethical reflection in opera-
tional research. EURO Journal on Decision Processes, 4(1-2):5–32, 2016.

25



[33] A. Richard, B. Mayag, F. Talbot, A. Tsoukiàs, and Y. Meinard. What does
it mean to provide decision support to a responsible and competent expert?
the case of diagnostic decision support systems. EURO journal on decision
processes, 8(3):205–236, 2020.

[34] A.L. Samuel. Some moral and technical consequences of automation—a
refutation. Science, 132(3429):741–742, 1960.

[35] M.A. Satterthwaite. Strategy-proofness and arrow’s conditions: Existence
and correspondence theorems for voting procedures and social welfare func-
tions. Journal of Economic Theory, 10(2):187–217, 1975.

[36] N.N. Taleb. The black swan: the impact of the highly improbable. Journal
of the Management Training Institut, 36(3):56, 2008.

[37] A. Tsoukiàs. On the concept of decision aiding process: an operational
perspective. Annals of Operations Research, 154(1):3–27, 2007.

[38] A. Tsoukiàs. From decision theory to decision aiding methodology. Euro-
pean journal of operational research, 187(1):138–161, 2008.

[39] A. Tsoukiàs. Social responsibility of algorithms: an overview. In J. Pap-
athanasiou, P. Zaraté, and J. Freire de Sousa, editors, EURO Working Group
on DSS, pages 153–166. Springer Nature, 2021.

[40] M. Vagia, A.A. Transeth, and S.A. Fjerdingen. A literature review on the
levels of automation during the years. what are the different taxonomies that
have been proposed? Applied Ergonomics, 53:190–202, 2016.

[41] F. Wenstøp. Operations research and ethics: development trends 1966–2009.
International Transactions in Operational Research, 17(4):413–426, 2010.

[42] N. Wiener. Some moral and technical consequences of automation: As ma-
chines learn they may develop unforeseen strategies at rates that baffle their
programmers. Science, 131(3410):1355–1358, 1960.

26


