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Context

An intersection graph is a graph representing intersections between a family of sets. Each set is associated to a vertex of the graph and two vertices are linked if the corresponding sets intersect. Any graph can be represented as an intersection graph, but some important special classes of graphs can be defined by the types of sets that are used to form an intersection representation of them. The intersection graph of intervals on the real line is denoted Interval Graph and is probably one of the most well-known graph class. These graphs have been widely used to study scheduling problems (other applications include assembling contiguous subsequences in DNA mapping, and temporal reasoning) and most classical and important combinatorial NP-hard problems are solvable in polynomial time in these graphs. Other well-known intersection graphs include disk graphs, circle graphs, permutation graphs and so on.

Subject and expected results

We propose to deepen the study of variants and generalizations of interval graphs such as multiple interval graphs and multiple tracks interval graphs. Many structural questions are of interest on such graphs. For example, what is the smallest $t$ s.t. a graph is the intersection graph of sets of at most $t$ intervals of the real line (the interval number)? Some questions remain open [2]. Simultaneous representation contains also interesting questions [3].

Also, we propose to study classical optimization problems on such graphs. When a problem will be proven hard (i.e. no exact polynomial-time solution can be found), we will focus on approximation (i.e. a “fast” algorithm giving a solution with a guarantee on the error, like [1]) and parameterized complexity (i.e. an algorithm giving an exact solution but where the unavoidable combinatorial explosion is confined to a parameter supposed small in practice, like [4]). Finding relevant parameters for these graphs will be of particular importance here.

Even when the problem is known to be polynomial-time solvable, the complexity can be too high for practical applications (as the known $O(n^4)$ algorithm for finding the longest path in an interval graph). Again, parameterized complexity framework will be used (called “FPT in P”) to reduce the polynomial in $n$, to the price of an higher function depending on a parameter only (see for example [3]).
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