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1 Presentation

The LAMSADE is an historical research unit (established in 1974) originally created around the domain of Management Science and Operational Research, and then having evolved into Computer Science while keeping a very specific identity: Decision Sciences and Technologies. In this long history the unit has kept clear three distinctive features of its identity:

- an original vision of Decision Sciences and Technologies, including an interdisciplinary perspective;
- an international leadership through the establishment and the conduction of “research communities”;
- a wise blend between foundational and applied research, the field of decision sciences and technologies being specifically characterised by the necessity to keep the frontiers between these two fields widely open.

The research conducted within the LAMSADE aims at approaching the problem of improving both decision making and decision support (aiding to decision making) taking into account the axiomatic, algorithmic and pragmatic dimensions of these topics. The axiomatic dimension includes research on the foundations of decision models, preference models, learning procedures, optimisation techniques, reasoning formalisms, formal languages (from representation ones such as graph theory to query languages for massive data bases). The algorithmic dimension includes research on complexity, parametrised complexity, more generally about the efficiency of structures (data, knowledge etc.), of procedures (optimisation, learning, computing) and services (both computer guided ones such as web services and human guided ones such as health services). The pragmatic dimension includes research both on foundational topics (What is a decision problem? How to formulate a decision problem?) and on practical ones (How to conduct decision aiding activities within a given problem context? How to measure the impact of a policy? How to consider the intervention of decision aiding within a decision process? What is the organisational impact of decision aiding?).

The research questions addressed by the LAMSADE naturally conducted us beyond the frontiers of computer science towards mathematics (optimisation, game theory, statistical learning), economics (social choice theory, game theory, econometrics), social sciences (policy impact, measurement, peace studies), management (theory of innovation, design theory, public management) and more recently law (data protection, data privacy, social responsibility of algorithms). On such subjects the LAMSADE entertains solid relations with all research units of Université Paris-Dauphine (co-tutoring of PhD students, joint seminars, joint training programs, joint research projects) besides including within it a relatively large component of researchers who are not computer scientists.

Since its foundation, the LAMSADE has had a role of international leadership creating and/or helping to conduct international research communities. It has been the case with the creation of the European Working Group on Multiple Criteria Decision Analysis (established in 1975 and since then meeting every 6 months; we will actually organise the 86th meeting in September 2017). It has been also the case with the Algorithmic Decision Theory community (established in 2007, meeting every two year since then the next conference being scheduled in October 2017 at Luxembourg, and supported by a CNRS GDRI: www.algodec.org), as well as with the International Symposium on Combinatorial Optimisation, not to mention our implication in communities such as Computational Social Choice or Game Theory. Our last creation has been the Policy Analytics community, nationally supported by a CNRS GDR (www.gdr3720.fr). This distinctive feature of our research makes the LAMSADE
a unique research unit in the domain of the Decision Sciences and Technologies.

The mission of the LAMSADE is essentially to conduct fundamental research in its area of expertise, and we are proud to have been able to do that (despite this not always being the priority of the national and European policy). This being said, the field of Decision Sciences and Technologies requires strong connections with the real world, since it aims at helping real decision makers to improve the ways through which they handle real decision problems. We are equally proud to have been able to maintain such strong connections through a wide network of industrial and policy making partners feeding our research with empirical findings, new challenges and, last but not least, with critical resources otherwise unreachable.

1.1 History and location of the unit.

As already mentioned, the LAMSADE was established in 1974, and became a joint CNRS/Université Paris-Dauphine research unit in 1976. This institutional configuration remained unchanged in these 42 years. However, it should not conceal the profound evolution of the unit. Focussing on the period under assessment it should be mentioned that the LAMSADE in 2012 was organised in two large teams: “Decision” and “Algorithms/Optimisation/Data”. This structure was completed by a number of “projects”. This has been the result of a large restructuration which took place during the period 2007-2011 and which has been validated by the previous evaluation exercise (in 2012).

During this last period the LAMSADE decided to re-open the discussion about its internal organisation on the basis of a scientific policy assessment: a research unit dedicated to Decision Sciences and Technologies could not be missing a strong independent team in key areas related to the management and structuring of data, their applications and challenges. For this purpose, starting 2015 we conducted a long internal discussion which resulted to the establishment (starting January 2016) of a third large team named “Data Sciences”. At the same time a number of projects have been discontinued (namely “Management of Services” and “Knowledge Management”), while a number of new ones have been created. The present structure of the LAMSADE can be seen in fig. 1.

The three teams of LAMSADE (Decision, Algorithms/Optimisation and Data Sciences) have essentially a mission of scientific animation (seminars, lectures, long term policy etc.) and receive a budget from the general budget of the unit (more details at section 3). The research mission of the unit is accomplished by the 10 research projects:

- Preference Modeling and Multiple Criteria Decision Aiding;
- Intelligent Agents for Decision and Reasoning;
- Multiple Objective Combinatorial Optimisation (MOCO);
- Machine Learning;
- Massive Data Management, Analysis and Exploration (MADAX);
- Web Services;
- Mathematical Programming and Discrete Structures (Mathis);
- Guaranteed Performance Algorithms (AGaPe);
These projects are aimed to conduct fundamental and applied research towards long term scientific or societal challenges.

Until recently the unit did not require any specialised computer equipment, the existing servers and network being sufficient. The establishment of the Data Sciences team and the more recent deep learning experiments conducted within the Intelligent Agents project pushed the unit to invest in the creation of a “Big Data Cluster” (co-funded by the LAMSADE, the CEREMADE and the MIDO Department, and managed by the LAMSADE) as well as to acquire dedicated hardware for deep learning experiments.

The unit is located at the main campus of Université Paris-Dauphine, and currently occupies 40 offices. However, this hardly covers our needs in individual and collective work space, the most critical situation concerning the PhD students and the post-docs. Equally importantly, these offices are still scattered in the building (two at the 2nd floor, eight at the 4th floor and thirty at the 6th floor), with some obvious negative consequences for the collective life of the unit. Unfortunately, until today the university has been unable to give a long-term satisfactory reply to our demand for a more appropriate location of our activities.

1.2 Workforce and resources of the unit

This section is divided in three parts: the first one concerns the permanent scientific staff as well as the administrative one; the second one concerns the PhD students and the post-docs; the third one concerns the global resources of the LAMSADE.
Table 1 presents the evolution of the permanent scientific staff of the unit. However, it does not explain the whole mobility process that has affected the LAMSADE for the last five years. In 2011 (when the last report was presented) the unit had 42 permanent scientific members, divided as follows: 19 associate professors (of which 3 belonging to other universities), 12 full professors (of which 1 belonging to another university), 4 CNRS junior researchers, 4 CNRS research directors, 1 emeritus, and 2 other researchers. At the time the present report is written, the LAMSADE has 56 permanent scientific members: 26 associate professors (among which 3 ‘externals’), 10 full professors (among which 1 ‘external’), 6 CNRS junior researchers, 7 CNRS research directors, 5 emeritus and 2 others, and with certainty will have 59 permanent scientific members in 2018 and 60 in 2019. During these 5 years, the LAMSADE presented on average more than 10 candidates annually for CNRS positions. As a result, we have seen the arrival of 3 CNRS research directors and 2 CNRS junior researchers (4 of these new CNRS personnel not being computer scientists). Meanwhile, 4 full professors retired (3 of which have been replaced or will shortly be, and one, in management science, has not been replaced by someone belonging to the LAMSADE), 5 associate professors left (4 of which were promoted to full professors), and one moved to the private sector; all but one has been replaced), 5 more associate professors arrived (due to the retirement of 6 associate professors in computer science who were not members of the LAMSADE, since they did not have a research activity). All recruitments have been ‘externals’ (no local PhD student was hired as associate professor, and no local associate professor was promoted to full professor), and for a large part international. Unfortunately, there has also been a recruitment by the university of a local PhD student, reason for which this colleague, although being a computer scientist, is not a member of the LAMSADE. At present, the unit hosts most of the computer scientists of Dauphine (more precisely, all of them but two), plus 6 CNRS scientists who are not computer scientists (essentially economists and management scientists). Summarising: in 5 years the LAMSADE renewed more than one third of its permanent scientific staff, giving at the same time a strong impulse to its scientific innovation and moving its median
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2full professors arrived from Université Paris Sud and one is on arrival from Université Paris 13. The 11 Associate professors recruited in this period arrived from post-doc positions: 3 from Japan (Universities of Tokyo and Kyoto), 2 from ILLC in Amsterdam, and 1 from Paris 13, from École Polytechnique, 1 from University of Manchester, 1 from INRIA Nantes, 1 from Université d’Orléans and 1 from University of Luxembourg
It is important to note that at the beginning of the period under report the LAMSADE had 7 administrative staff working for the equivalent time of 5. Today the unit has 5 administrative staff, all of them occupied 100% of their time (which thus has remained constant over time). Among these 5, 2 are permanent CNRS staff (one secretary and the computer engineer of the unit), 1 is a permanent employee of Dauphine (a secretary) and two are employees under contract (a secretary and the head of the administrative staff of the LAMSADE).

During the same period we undertook a serious effort to increase our capacity to tutor PhD students, by inciting the associate professors to defend their “habilitation à diriger des recherches” (HDR). Indeed, during these years, 8 among our Associate Professors and CNRS researchers obtained their HDR and at least two more are expected to do so before the end of 2017. This increased tutoring capacity joined to a global effort to attract more PhD students allowed to move our annual recruitment of PhD students to an average of 10 annually. Table 3 shows the evolution of new PhDs every year (some differences over the years are due to the fact that some PhDs funded by industrial contracts actually start in the middle of the academic year, but are counted sometimes for the following year). Overall we had 46 new PhD students (of which two in management science and one in mathematics, the rest in computer science), with a strong concentration at the last years as a result of our policy.

These 46 new PhD students have been funded in various ways (there are no non-funded PhD students in the unit). The distribution of the different funding sources can be seen in Table 4. As expected, the largest source remains the scholarships offered by the University.
Table 4: Distribution of PhD funding

Table 5: Global funding trends

through the Doctoral school and more recently by PSL. However, the second more important source are industrial contracts (CIFRE type), this type having become increasingly important during the last two-three years. The third source are PhDs funded by foreign governments, most of the time under co-tutoring agreements (Tunisia, Italy, Burkina Faso, Brazil). It is also worth noting that the LAMSADE has been able to fund 3 PhDs using its own funds (more details in section 3). From 2013 on, we introduced a new competitive scheme for the recruitment of PhD students, which is now running in a very satisfactory way, attracting students at an international level (more details in section 1.3).

The LAMSADE has an overall wealthy financial situation. However, in order to explain the global funding diagram presented in table 5, we need to explain how these figures have been obtained. The starting point has been the expenses of the unit: the everyday life, the research expenses (essentially missions, workshops and hardware) and most important the funding of the PhD students and the post-docs (it should be noted that in these 5 years the LAMSADE occupied 11 post-docs for periods going from 6 months to 2 years). Such expenses have been covered by different sources of income: the general funding coming from the University and the CNRS, the funding obtained competitively through projects (8 ANR projects, 7 PEPS of which 4 JCJC, 6 PSL projects) and the funding obtained directly, but most of the time indirectly, from industrial partners (more than 20 CIFRE contracts plus 5 direct research contracts). In counting the income generated we decided to include the indirect income corresponding to the funding of the PhD students, since this represents a non-negligible effort done by our members in order to secure such funds. The result is a
global funding merging the direct funds and indirect ones. These are separated in two categories: the funds obtained on the basis of our scientific reputation and mission (science driven funding) and the ones obtained either through competitive funding or through industrial contracts (objective driven funding). Table 5 shows the evolution of this funding over the last five years. The key figures to bear in mind from this table are:
- the LAMSADE has an overall “budget” of approximately 1.4M €, regularly increasing every year;
- the traditional competitive funding through the ANR has been in large part replaced by the funding from PSL;
- there has been a sharp increase in the last three years of industrial funding essentially through CIFRE contracts (there have been more than 20, most of them recent ones).

As already mentioned, the financial situation of the unit is comfortable at the point to be able to fund on its own resources 3 PhD grants. This, however, should not conceal the fact that a large part of this “wealthiness” is obtained through contracts, (relatively) easy to negotiate, but with a limited horizon (for more discussion on this point see section 4).

1.3 Scientific policy

The missions the LAMSADE, as stated when it was evaluated five years ago, can be summarised as follows:

- strengthen the international position of the unit as one of the European leaders in Decision Sciences and Technologies;
- improve the internal life in the laboratory, by increasing participation and commitment;
- help the early stage researchers to make their way in their careers;
- make the LAMSADE a nice place to work, to study and to produce good science.

In order to strengthen our international recognition, we have been pursuing two main directions. The first one has consisted in strengthening our role of research communities creators and animators. Our positioning in algorithmic decision theory, game theory, computational social choice, parametrised complexity, polyhedral combinatorial optimisation, graph theory among the European leaders is a fact. The second direction has consisted in pursuing both excellence and internationalisation to all of our recruitment actions (PhD students, post-docs or new colleagues). Under such a perspective, we are very proud that we manage to attract people from all over the world to come study with us, to work with us or even to visit us. The LAMSADE is an international crossroad.

However, this policy would have given only partial results if not completed by our clear investment in Data Sciences. The creation of the third team of LAMSADE around this topic, and the recruitment of several new colleagues (6 out of 9) has been a collective effort the whole unit decided to undertake despite the risks and the difficulties such a decision implied. Our investment already starts paying positioning the unit at an international level also in this area.

It has been a deliberated policy to improve and better organise the internal life of the unit: approaching a global size of 100 and with three large teams, and taking into account that more than one third of our scientific staff has been renewed during these years, a clear regulation of our internal life was necessary. This mainly concerned the use of our common
resources: funding, PhD scholarships and positions available for temporal recruitments (invited professors or assistant professors) and for permanent ones. The regular meetings of the Council allowed to discuss and establish clear rules for this purpose. It has been a long process, which is not yet achieved since we need to update and revise our rules as we cumulate feedback. It has not been always simple to conduct this process (through misunderstandings, misinterpretations and errors ...), but the rules of our internal life now exist and work.

The LAMSADE continued in these years to pursue its policy aiming at helping the early stage researchers to integrate the scientific life of the unit. For this purpose we have a special fund dedicated to the PhD students and to the colleagues who have just joined us. This allows to cover scientific missions otherwise impossible to undertake. Further on we decided, when the PhD grants are distributed, to give the priority to proposals coming from our “young” associate professors in order to give the opportunity to start directing a PhD student (this being one of our fundamental missions).

The structure of the unit has already been presented in Section 1 and in Table 1. The three teams of the unit are aimed to conduct essentially research animation (seminars, invitations etc.) and to federate colleagues sharing a broad scientific area within the LAMSADE area. The ten projects instead are aimed to conduct long-term research activities on a given subject, which we expect to last for a sufficiently long period (such as 10 years). The projects are aimed to raise their own resources. These projects do not necessarily “belong” to a team. Actually five of them intersect two or even three of the teams both in terms of research subjects, but also in terms of people involved (it is the case that people from several teams contribute to the scientific life of the projects).

In choosing our research priorities, we consider the following guidelines:
- allow the LAMSADE members to pursue their own individual research interests;
- provide a scientific identity to the unit justifiable and compatible with the identity and policy of Dauphine (and more recently PSL);
- fulfill the high standards in terms of quality and management required by the CNRS;
- maintain at least 10 years of scientific advantage (in terms of knowledge) with respect to the demand of the society;
- be able to respond positively to the challenges our society (France, Europe, World) present us.

As a CNRS research unit, our fundamental mission is to conduct fundamental research. However, we need to consider two constraints in pursuing this mission. The first derives from the fact that funding for fundamental research is decreasing. Or to be more precise: funding for science-driven research is decreasing. We define science-driven research as activities guided by our knowledge, training, experience and intuition as researchers: research which is not expected to deliver a precise result, but to advance knowledge and attack challenges which most of the people and the organisations around us ignore or do not consider actual. However, it is this type of research that delivers the results and the knowledge in order to handle the problems our societies will face 10 or more years from now. Given the present situation, where this type of research is generally undervalued, we decided to dedicate part of resources in funding “science-driven” PhD grants (besides the ones offered by the University). We have been able to fund 3 such grants. The second constraint is related to the specific nature of our research in decision sciences and technologies. Our objective is to improve how people (and automatic devices) decide as well as how analysts help people (and automatic devices) to decide. Decision making and aiding decision making are essentially empirical activities and the inputs for innovation in our field have always been offered by real life. Under such a
Table 6: Global scientific production of the LAMSADE

perspective it is essential for a unit like the LAMSADE to keep a constant contact with the demand for decision support the society around us presents. For this purpose we consider the societal challenges around us as research challenges and we dedicate part of our research being implied in real cases of decision aiding (this being any among models, algorithms, data structures, services etc.). The result of these two constraints is that the LAMSADE has a policy of wise equilibrium between science-driven and objective-driven (reply to a precise challenge) research.

In order to conclude our policy presentation, we may mention that it has always been a priority trying to make the LAMSADE a nice place to work and study. Besides enabling our members to conduct their research with as less hassle as possible we try to promote cooperation, mutual respect and understanding, equal opportunities and a lively environment for discussion and exchange of ideas. The fact that we receive every year a very high number of foreign visitors contributes very much in this direction. However, we may also mention that we also try to promote an idea of research as “having fun”, since this is an essential component for the creativity research requires. We do serious research, but we are very proud not to be always serious!

2 Production

A global overview of the scientific production of the LAMSADE can be seen on Table 6. In this table we counted only peer reviewed journals, selective international conferences, books, chapters in books and edited proceedings and volumes. Quantitatively, the unit has a practically constant production of a good level: considering an average presence of 50 permanent scientists within the LAMSADE during the period considered we get an average production of 3 publications per scientist per year.

To this result we may add the fact that the LAMSADE members are present in the editorial board of more than 30 international journals (one editor in chief) mainly in the area of Operational Research and Decision Analysis and in an uncountable number of scientific committees of international conferences including some among the more prestigious ones. The members of the LAMSADE have been invited to give talks/lectures/tutorials to more than 100 conferences and workshops around the world (not counting the personal invitations for seminars and visits). Let us also mention that during these years the LAMSADE received the visit of more than 80 foreign colleagues from more than 35 different countries for
approximately 100 months of invited professor. Last, but not least during this period there have been 36 PhD defenses (the average duration of a PhD thesis being 3.9 years) and 8 HDR ones (for a discussion about the job destination of the former PhD students the reader can see Section 4 and Table 8).

However, these results do not reveal the qualitative evolution of our scientific production. While we kept a constant quantitative production the quality of our papers sharply increased. Journals such as Mathematical Programming, INFORMS Journal of Computing, Artificial Intelligence or JAIR now regularly publish our results, while top tear conferences such as IJCAI, AAAI, AAMAS, ICALP, ESA, EDBT, WWW are now regularly visited by our researchers presenting their results.

A detailed presentation of the scientific achievements of the three teams can be seen in sections 6 to 8. In the following, however, we give a rapid outlook of the major scientific achievements of the LAMSADE in the last 5 years.

1. The axiomatic characterisation of bibliometric indices as well as the axiomatisation of preference aggregation procedures based on the concordance/non discordance principle (Bouyssou and Pirlot, 2015).
2. The GRAVE algorithm, designed as a generalisation of the well known RAVE algorithm which greatly improves its performance in many games; see Cazenave, 2015).
3. The Handbook on Computational Social Choice (presented in 2016): in this book which is now a landmark of this research topic, one of the editors is a LAMSADE members, 3 out of the 19 chapters of the book are co-authored by members of the LAMSADE, while 8 others by invited professors of our unit (sometimes during their stay at LAMSADE; see Brandt et al., 2016).
4. Two nice real world applications of our research: the first concerning the use of MCDA methods in order to evaluate different layouts of the new rail line from Paris to Normandie and the second concerning the use of inverse Banzhaf indexes in order to find the proportion of seats for each Institution within the Academic Council of PSL (the actual distribution of seats is the one our method suggested).
5. In the area of Complexity and Approximation two results can be considered as outstanding: Bonnet et al., 2015a proposes a formal framework for super-polynomial approximation (mainly sub-exponential and parameterized) and provides inapproximability results for paradigmatic problems (as maximum clique, dominating set, etc.) in this framework, while Karpinski et al., 2015 tightens the known inapproximability bounds for the Metric Travelling Salesman Problem.
6. Two breakthrough contributions which we recently contributed in Mathematical Programming. In Aissi et al., 2015 the multiobjective and parametric versions of the global minimum cut problem in undirected graphs and bounded-rank hypergraphs with multiple edge cost functions are studied. They proved that for a fixed number of edge cost functions, the total number of supported non-dominated cuts is bounded by a polynomial in the numbers of nodes and edges. In Cornaz and Meurdesoif, 2014 the quality of Lovász theta function, as a bound for colouring, is improved using graph theoretical tools.
7. A main contribution in the field “Multiobjective combinatorial optimization” is the introduction of the concept of search region Klamroth et al., 2015, Dächert et al., 2017 which enables the design of efficient algorithms generating exactly or approximately the non-dominated set. Another original stream of research deals with the generation of the preferred solutions in the sense of aggregation models such as OWA Galand and Spanjaard,
2012], Choquet [Galand et al., 2013], Lorenz [Galand and Lust, 2015] or a partially defined weighted sum [Kaddani et al., 2017].

8. A major advance in data integration has been done by showing that the cost of ensuring good quality of integration can be reduced dramatically using a small number of feedback instances solicited from end users [Belhajjame et al., 2013, 2015a]. In the context of BigData, the PAQuery systems has been proposed [Camacho-Rodriguez et al., 2014, 2015], providing the first formal specification and implementation of a powerful compilation technique from the XQuery query language to PACT, a powerful extension of MapReduce.

9. Within the context of a collaboration with Google (Google Brain at NYC and Google Research at Palo Alto), Nvidia, Columbia University, Courant Institute, and CEA List, we proposed in [Bojarski et al., 2017] a new framework for speeding up several machine learning algorithms (e.g. kernel approximations, deep learning, LSH, etc.) with almost no loss of accuracy. In the context of Computer Games, we continued our seminal works on Monte Carlo Tree Search (MCTS) and proposed significant improvements to the architecture of the deep neural networks of AlphaGo [Cazenave, 2017]. In the context of generalization of regret minimization to the Blackwell approachability setup, [Flesch et al., 2016] shows that unlike in standard online learning literature, the necessary or sufficient conditions for the anytime version of this problem are drastically different than those for the fixed horizon.

10. Based on our experience on process mining and matching, we participated in writing a monograph (published by Springer) [Beheshti et al., 2016] that surveyed approaches and tools for process analytics (co-authored with experts in the field from UNSW Australia, IBM Almaden Research Center,... ). Concerning services, we have proposed several solutions and a complete analysis of complexity and models for service discovery, composition and execution problems, taking into account non-functional properties [Gabrel et al., 2017, Arocha et al., 2016]. In a seminal work [Abu-Khzam et al., 2015], we have a comprehensive study and prove of the exact complexity of the service selection problem by taking into account QoS criteria for single and multi-criteria instances.

11. An important breakthrough has been the establishment of a new interdisciplinary research subject: policy analytics ([Tsoukiás et al., 2013]) aiming at improving decision aiding in designing implementing and evaluating public policies. A new national (www.gdr3720.fr) and international scientific community are now under construction.

Overall the LAMSADE is proud of the work accomplished during these years. However, there are a number of highlights for which we are particularly proud and we may illustrate in the following as examples of our achievements.

1. In 2014 the LAMSADE celebrated 40 years of activities (it has been created in 1974). We organised during the year 4 lectures involving Google, Frédérique Ségond, Christos Papadimitriou and Hervé Moulin, all of which had a great success. These lectures contributed significantly to the scientific reputation of the unit (both within our strict environment and beyond it). This visibility has been completed by the delivery of three Doctor Honoris Causa to three outstanding colleagues: Fred Roberts, Christos Papadimitriou and Claudia Bauzer Medeiros.

2. In 2015 we received 4 CNRS researchers who are not Computer Scientists. It has been a massive sign of trust from the CNRS and at the same time a huge challenge for the LAMSADE: become able to integrate different disciplines under the Decision Sciences and Technologies perspective. We are proud to see this challenge turning into a success (completing other interdisciplinary initiatives such as the Master in Peace Studies).
3. In 2016 the LAMSADE undertook a large restructuring ending with the establishment of the Data Sciences team and the appearance of new projects enabling the appropriate visibility of cross-laboratory research subjects such as social choice, game theory or machine learning. It has been the end of a process started in 2012 when the recruitment policy of the unit has been first discussed and is now continuing as a challenge for the whole LAMSADE for the future.

4. In 2016 Bernard Roy received the EURO Distinguished Service Medal strengthening the already well known reputation of the LAMSADE in the domain of Operational Research and Decision Analysis (it should be noted that the LAMSADE is the only OR laboratory in Europe who has an EURO Gold Medal, 2 former presidents of EURO and now the EDS Medal). The same year Stéphane Airiau coauthored the paper which won the “Best Paper Award” at the prestigious AAMAS conference ([Airiau et al., 2016]).

5. In 2017 we received a very prestigious recognition of our efforts. Jérôme Lang and Eunjung Kim received the CNRS silver medal and bronze medal (respectively) in Computer Science. It is the first time that the same research unit receives the same year two such distinctions. It should be noted that during the period under consideration Cristina Bazgan and Vangelis Paschos were recipients of two IUF grants (junior and senior respectively).

6. During this period we increased our efforts in order to enhance and improve our outreach both for specialised audiences (other than computer science) and the general public. Despite our natural aversion for too much advertising we have been able to communicate on several “hot subjects” including Artificial Intelligence and Machine Learning (thanks to our colleague Tristan Cazenave who now regularly appears on the media for his expertise in AI). However, the single project for which we are very proud is the video we produced in order to celebrate our 40 years. We have been asked to prepare an institutional advertisement of our activities and we ended preparing an unconventional story about who we are and what we do. We are still able to have fun and to make a joke of ourselves in this laboratory.

3 Management

The management structure of the LAMSADE is summarized on Table 7. As usual happens there is a director (and a vice-director) a Council of the unit, an administrative team and three teams leaded by their respective coordinators.

The management of a research unit of the size of LAMSADE is relatively simple. First of all there are two major regular collective moments in the life of the unit:
- the LAMSADE day, occurring usually at the beginning of spring, dedicated to scientific discussion, the presentation of the new colleagues, of new research projects etc.; a speed presentation (180 sec.) of the second year PhD students also takes place;
- the general assembly (GA) of LAMSADE, occurring the third Tuesday of June, where the policy of the unit is discussed for at least one critical issue (training, scientific strategy etc.).

The organisation of the LAMSADE days started in 2012 and evolved during these years to the present format (stable since 2016) which seems to satisfy most of the members. It should be noted that in 2014 we did not organise the LAMSADE days due to the celebrations for the 40 years of the unit. The two main subjects discussed in the GA of the unit have been the creation of the Data Sciences team and the innovation of our training offer in Computer Science (on that last topic there have also been a couple of exceptional GAs).

The life of the unit is essentially organised by the 3 teams and the 10 projects. However,
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as far as management is concerned, the 3 teams regularly meet in order to discuss at a de-
centralised level topics related with the policy of the unit, while this is not the case of the
projects. The teams mission is to animate discussions (seminars and policy issues). The
teams also have a budget (15K € annually coming from the general budget of the unit) which
is expected to support missions and other scientific animation activities. On the other side
the projects (5 of which are transversal to the teams; see Table 1) are expected to conduct
research (most of the times through PhDs and Post-Docs), to organise scientific events and
to contribute to the global fund raising of the unit. Under such a perspective the projects do
not receive a regular budget from the general one (although may occasionally ask for some
support), but they compete for a critical resource which are the PhD scholarships.

The unit is managed by the director (and the vice-director) assisted by the administrative
staff in interaction with the Council of the unit. The latter is the typical consultative structure
of all CNRS units: it is expected to be consulted on all critical issues of the unit’s life. It is
composed by 15 members (plus the co-director of MIDO and the administration responsible
who are permanently invited):
- the director and vice-director;
- 9 elected members (7 among the scientific staff, 1 among the administrative staff and 1
among the PhD students);
- 4 appointed by the director.
It meets 8 times during the year (always on Tuesdays at noon) on rolling dates which are now
becoming stable. Besides discussing regular topics (budget, recruitments etc.) it also has a
special mission: identifying every year the subjects for which we look for PhD candidates,
organise the hearings of the candidates and prepare a ranking which is submitted to the Docto-
ral School.
For most of the everyday issues the direction and the staff are sufficient. Occasionally there
are cases where an enlarged version of the direction meets including the three team leaders.
Parallel to the Council there is the CCR (a Representative Consulting Committee) required
by the statutes of Dauphine and concerned by the hiring of scientific staff (in the case of
LAMSADE in Computer Science). This Committee is led by the director of the LAMSADE,
it is composed by 20 members (10 full professors or research directors and 10 associate
professors or researchers), 16 of which are elected, 3 being appointed by the director, the
director being also a member. This committee meets 3 times during the year:
- in late autumn in order to fix the essential lines of any recruitment profile and to identify the
  person in charge of the selection committee (any long term policy issues are also discussed
  in this meeting);
- in late winter in order to approve the profile of any recruitment and the selection committee;
- in early summer in order to rank the applications for invited professors and the applications
  for assistant (not permanent) professors.
As already mentioned the LAMSADE is one among the few research units in Computer
Science with more than one third of its permanent scientific staff being women. We are very
proud of this and we actively pursue ways aiming to maintain this situation with particular
emphasis to all recruiting opportunities.

4 SWOT

There are multiple strengths at the LAMSADE. The unit has a well established identity (De-
cision Sciences and Technologies) which spans from our traditional subjects (Operations Re-
search, Decision Theory, Algorithms, Artificial Intelligence) to the more recently added ones
(Machine Learning, Database Management etc.), thus covering the whole range of Computer
Science and Decision Sciences. We have a regular administration, clear rules for the distribu-
tion of all critical resources and a wealthy financial situation. We produce very good science
and our international reputation has never been stronger. We have taken up an interdisci-
plinary challenge, which for the time being works fine with respect to all the disciplines with
which we cooperate; more importantly, we attract researchers from other disciplines to come
and work with us. We have also taken up the challenge to become more international, and
this has also been a success. We attract colleagues from all over the world as well as PhD
candidates. There is, however, one single strength for which we are proud and for which we
consider the LAMSADE as unique: the fact to have created and contributed to create several
international research communities. We do not only anticipate the scientific challenges (as
any fundamental research unit should do), but we create the communities who will take care
of them. Decision Sciences and Technologies is a niche domain requiring strong networking
activities: the LAMSADE is at the unit of these networks.

There are also clear weaknesses. Undoubtedly the establishment of the new team has been
unevenly perceived within the laboratory as there are obvious differences among the three
teams. It is certainly unfair to compare a team established since the creation of the LAM-
SADE and one created only since 18 months. Besides and on the long run such differences
are not expected to stand (the Data Sciences colleagues are doing an excellent work which
will not take a long time to show the results), but for the time being these exist and could
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create frictions within the unit. To some extent, this is related to the low visibility our research projects presently have, an issue which needs to become a priority in the near future. However, there are two major weaknesses which need to be considered in the very near future. The first concerns the capacity of the unit to secure long term funding for fundamental research. The present financial wealthiness should not conceal the fact that this is secured thanks to short term objective driven contracts, easy to obtain, but far from representing the ambition that a unit like the LAMSADE should have. The second concerns the attractiveness of Computer Science training at Université Paris-Dauphine. Although this is an issue which concerns more the Department of Mathematics and Computer Science (MIDO) it is clear that the LAMSADE, representing de facto the whole Computer Science community of the University is directly concerned. The fact is that the attractiveness of Computer Science is unevenly distributed among the various training programs and we are yet missing a situation where our scientific reputation could be transformed to attraction for prospective students.

Which are the opportunities offered by the environment where the LAMSADE evolves? Under a contingent point of view this is a time where the knowledge owned by the unit is highly demanded by the society. The investments we did several years ago specialising the unit in areas at that time “of little interest” turned to be today a big advantage. At the time where the government considers for instance that the domain of Artificial Intelligence should become a national priority, we are proud to know that we are among the leaders in this area. The same applies to other domains such as Data Sciences, Analytics or the social responsibility of algorithms. There is a huge demand out there in the real world and we can catch it. On a longer run the fact that we showed our ability to conduct interdisciplinary research and to create new areas of scientific investigation at the edge of several disciplines corresponds to a demand of increasing scientific contamination and for new frontiers. We know we can handle such challenges. Last, but not least, the increasing internationalisation of training among European countries and the increasing mobility of students across Europe represents a huge opportunity for innovating our training programs and diversify our training offer policy with big potential positive impacts.

Certainly, there is a number of threats we need to consider. Some of them are completely out of our control: both at a national and at a European level there is a persistent policy of downsizing the research infrastructure (particularly the manpower both in research/training and in administration/support) and the science driven funding. At a certain point this will have dramatic effects. Our young colleagues have increasingly less opportunities to pursue their career (unless they turn to the private sector where there are certainly excellent offers
from giants of the Computer Science and Decision Sciences business; it has been the case for one of our associate professors and for brilliant young PhDs who finally decided for this option. It is a trend confirmed by Table 8: the vast majority of our PhD students is in the private sector. Our research also is suffering: when the prior probabilities of being funded through a competitive call start falling beyond 20% (sometimes less than 10% or even less than 5% ...) the expected utility of introducing an application is negative. If, as presently happens, obtaining an industrial contract is relatively easy, our researchers increasingly turn their eyes to these relatively “short term” objective driven research. But on the long run this is not sustainable: the replacement of ideas used with new ones is too slow and soon or later we will find ourselves with no new ideas ... A relatively more contingent and local threat is represented by the relatively modest size of Computer Science (as a discipline) within PSL. PSL de facto represents an important actor (for institutional reasons, for the volume of resources they manage, for the international impact it has), but Computer Science is a marginal subject and discipline within it. Although the two principal research units in Computer Science within PSL (the LAMSADE and the DIENS) have a large international reputation and recognition, their quantitative size is too small with respect to other disciplines and research fields. This requires an accurate strategy of scientific and interdisciplinary alliances, but this is a topic for our strategy section.

5 Strategy

To a large extent, the strategy of the LAMSADE for the next five years derives from our SWOT analysis and the elements we highlighted while presenting the activity report of the unit. We may summarise our priorities in 5 specific areas where we need to concentrate our efforts during the next years: International Visibility, Computer Science Training, Dauphine and PSL, our structure and our funding, our human resources.

1. International Visibility. The LAMSADE already has a strong international reputation. As already mentioned we do not only produce good science which is internationally recognised, but we also took several times the initiative to co-create and co-conduct national and international scientific communities. That said, it needs to be understood that, in several fields of the area of Decision Sciences and Technologies, international leadership is now expressed by large global private companies whose R&D departments largely dominate in terms of size and resources most if not all university research units and departments. Under such a perspective a direct competition on mainstream subjects risks to be counter-productive and not sustainable on a long term. If the LAMSADE wants to be considered as one of the leading European units in this area (Decision Sciences and Technologies) it needs to focus on subjects which either escape the short to medium perspective of this type of competitors or correspond to societal needs and challenges underestimated and thus more or less ignored. In other terms, on the one hand we need to focus ever more now on our fundamental research subjects anticipating the scientific challenges at an horizon of 10-15 years (new optimisation methods, new schemes of algorithmic complexity, new models for learning etc.) and on the other hand we need to produce convincing results as far as critical societal problems are concerned (citizen participation, policy design, society polarisation, homeland security, just to mention a few of these).
On these subjects and with such objectives we need to attract to the LAMSADE people from all over the world (PhD students, post-docs and scientific staff) willing to participate to our scientific adventure. At the same time we need to strengthen our presence and leadership to all communities where we are involved and foresee the creation of new ones (such as the one concerning the social responsibility of algorithms). We also need to take advantage of our interdisciplinary perspective in order to maintain an innovative perspective to the challenges in front of us.

2. **Attractiveness of computer science training**. Despite the LAMSADE not being directly involved with the design of the training activities (these being delegated to the Mathematics and Computer Science Department: MIDO) it is obvious that any initiative concerning the training in computer science has a direct impact to the life of the LAMSADE. Having attractive computer science training programs means having good students to work with, a stimulating environment for consolidating knowledge, improving international visibility and attractiveness (after all we try to attract colleagues who are going to teach most of the times), expanding the outreach of our work.

The subject has been discussed several times in the recent years in dedicated meetings of the computer scientists of Dauphine (which more or less corresponds to the members of the LAMSADE). There is an uneven attractiveness of the different training programs, there is an uneven visibility of these, but what is perhaps most important is that we do not present a global vision of what means for a young student to be trained in Computer Science at Dauphine. The result is that we still miss a global vertical program in Computer Science.

Our aim is, in cooperation with our colleagues in CEREMADE and more generally MIDO, to design a more comprehensive and readable program in computer science (lasting 5 years, under different formats) including an horizontal training program in mathematics and computer science at the bachelor level. This is not the place where these ideas ought to be developed; we want to affirm our commitment for an innovative and attractive program in computer science (and in mathematics) at Dauphine.

Besides this commitment, we need to quantify and improve the way through which computer science is taught in training programs which are not in computer science (management, economics etc.). Last, but not least, it is important to maintain our commitment to the interdisciplinary program of Peace Studies which has been created under our initiative and today presents a big success for the whole University and the PSL.

3. **Dauphine and PSL**. When the previous evaluation exercise of the LAMSADE took place PSL was more a project than a reality. Today PSL is a strong reality and despite the problems all new endeavours have, we are expecting it to become a hard constraint to our everyday life as a research laboratory. We already mentioned that PSL can be seen both as an opportunity and as a threat. An opportunity because of the resources it mobilises, the international visibility that can add and the challenges it represents. A threat because of the relatively modest quantitative presence of computer sciences (and even less Decision Sciences and Technologies) within it. The practical risk is to see once again the computer science considered as a service and not as a discipline by itself. To some extent, this is an experience we had the early years within Dauphine,
where Computer Science was relatively modest. There are three actions the LAMSADE can and has to undertake in order to strengthen its position and at the same time strengthen Dauphine and PSL as Global Higher Education and Research Institutions.

1. The first consists in strengthening the relations and cooperation with the computer scientists within PSL (mainly the DIENS which is the other strong reality in computer science within PSL). We already have a number of joint projects, but regrettably there has been no coordination among the two units and this needs to be improved: we expect the discussions about the computer science training within PSL and the existing positive experiences may help in that direction.

2. The second consists in further developing our interdisciplinary potential. Several among our research projects (Social Choice and Games, Policy Analytics) and training initiatives (Peace Studies) have a strong interdisciplinary nature which addresses forces beyond the computer scientists creating alliances (in Economics at ENS, in Management in École des Mines, in Social Sciences at EHESS) through which increase the awareness of the importance to have a strong component in Decision Sciences and Technologies within the PSL.

3. The third consists in using our enormous international network in order to promote initiatives that could help on the one side the international recognition of PSL and on the other side to promote our research. Under such a perspective our recent initiative to establish a UMI implying PSL, CNRS and ANU is a typical action in this direction.

4. **Structure and Funding.** The LAMSADE has now a stable structure which we do not expect to put under discussion in the following years. That said, it is natural to expect that the 10 scientific projects, through which we essentially produce our research, may look for more visibility, gain an increased autonomy and turn to be the essential units of the unit.

   On the one hand, this structure allows the members of the LAMSADE to participate to more than one project enabling them to pursue their scientific interests in a much more flexible way. On the other hand, this is a much more agile structure allowing to mobilise and attract resources mainly through competitive funding. It also allows to adapt much better to the demands originating from societal challenges we may want to follow.

   A critical priority for the LAMSADE will be to secure long term funding for the research conducted within it. We already mentioned that the present situation, although allowing a relative wealthiness, should be carefully monitored as far as the impact of short term contracts has on our research priorities and subjects. The unit should push the many brilliant researchers within it to apply for ERC grants, H2020 projects and through other long term funding schemes. A target for raising 3-5M € in the following 5 years is feasible and needs to be pursued appropriately.

5. **Human Resources.** The LAMSADE is first of all a place where approximately 100 people work together. This living experience needs to be positive for the ones who participate. This concerns the permanent scientific staff, the PhD students, the postdocs and the technical staff.

   Securing such a positive experience requires first of all fulfilling some simple conditions: some we already do (clear and simple rules in order to distribute common
resources, scientific animation, international exposure), some other we still unfortunately miss (physical space, both individual and collective), but we hope to be able to secure in the future. In any case it remains among our top priorities.

However, we also need to be able to take care of the personal aspirations of our colleagues mainly as far as the “young” ones are concerned. We cannot certainly take care individually, but we can guarantee that the LAMSADE offers the conditions under which each individual can develop his own personal plan. Once again we already have a policy which promotes and helps the “younger” among us, but we need to go further on distributing and redistributing all collective charges, promoting long life training and dedicated sabbaticals (including the technical and administrative staff), promoting a risk-taking scientific attitude etc. An objective here is to be able to fix an average maximum time of remaining at the same level as well as target situations of the type: within X years Y% of our younger scientists have their HDR and are de facto able to start looking for a promotion.

Overall the LAMSADE needs to remain a place where the members have to spend nice days ... where it should be still possible to have fun ... a place to regret leaving when being promoted.

6 Team 1: Decision Aid

6.1 General overview

The main aim of the research team “Decision Aid” is to construct models, to design algorithms and to implement systems for various problems where a decision has to be made by an individual, a set of individuals, or an autonomous agent. When the decision maker is an individual or a set of individuals, the models aim at being psychologically plausible and/or acceptable, and the designed systems aim at giving an advice to the decision maker(s), who will have the final word on the implemented decision. When the decision maker is an autonomous agent, the focus is on designing algorithms that perform as well as possible in various possible contexts.

Our research methodologies come from various fields: microeconomics (and especially decision theory, social choice and game theory), operations research, artificial intelligence (and especially machine learning). In more detail, most of our works can be classified into one of these four categories:

- **axiomatic**: constructing normative models for rational agents or societies of agents;

- **procedural**: designing concrete mechanisms and studying their properties;

- **algorithmic**: designing, analysing and experimenting algorithms for the latter mechanisms;

- **applicative**: applying the output of our research and more generally our savoir faire to real-world problems.

The contexts in which decisions have to be made are the following:
• **individual decision making**: the decision maker is an individual or an autonomous agent, who has to make a decision in a complex environment. Complexity is due either to the presence of possibly conflicting criteria, and/or to the combinatorial structure of the solution space (possibly caused by a temporal structure of the decision space), and/or to the presence of incomplete knowledge.

• **collective decision making**: a common decision has to be made by a group of agents with possibly conflictual preferences.

• **strategic decision making**: a decision, or a series of decisions, has to be made by an agent in the presence of other agents who act strategically.

Since 2012, the team has undergone an important evolution. First, its size has significantly increased. Eight new members arrived:

• assistant professors: Julien Lesca, MCF (2014), Olivier Cailloux (2015), Sonia Touba-line (2016).


In the same time, there were two departures and some ‘false departures’. As real departures: Flavien Balbo was promoted professor at Ecole des Mines de Saint-Etienne in 2013, while Mohamed Ali-Aloulou left the academy in 2014 and is now senior consultant at Quintiq. The false departures: when team 3 was created, two members of team 1 naturally joined it (Elsa Negre, Alexis Tsoukiàs). Also, Suzanne Pinson retired but immediately became professor emeritus.

Perhaps even more important is the fact that the team is undergoing a rapid transformation. In 2012, all its members but one (Denis Bouyssou) were computer scientists. It has now become truly interdisciplinary: Matias Nuñez, Juliette Rouchier and Remzi Sanver are economists, Yves Meinard is an environmental scientist, and Rida Laraki, although belonging to the computer science section of CNRS, can also be considered a mathematician and an economist.

The scientific activities of the team are organised along six research projects, four of which are joint with another research team of the laboratory: Games and Social Choice: Axiomatic and Algorithmic Aspects (joint with team 2); Multi-objective Combinatorial Optimization (joint with team 2, will be presented together with team 2); Policy Analytics (joint with team 3); and Machine Learning (joint with team 3, will be presented together with team 3).

### 6.2 Research Projects

#### 6.2.1 Preference Modeling and Multicriteria Decision Aiding

This project aims at developing and studying different steps of a decision aiding process integrating a decision-maker’s preferences. This objective includes theoretical aspects (development and axiomatisation of new preference models), methodological aspects (development of MultiCriteria Decision Aid methods and elicitation techniques) and practical and...
experimental aspects (implementation of these models and techniques in a real context, or experiments with individuals). The project brings together some concerns arising in Operational Research and Artificial Intelligence. It is articulated in four parts:

First, problem structuring: what is the general form of a decision aid problem, especially when it has a multicriterion nature? How should the set of alternatives or the family of criteria be defined? See [Coloni and Tsoukiás, 2013] for a general discussion about the definition of a decision problem. The choice of the decision model and the problem structure are strongly related: [Figueira et al., 2013a] presents a guideline for such a choice.

Second, dealing with structured preferences, which includes the following questions: (a) Which preference model should we choose? We have been focusing on various models, such as sophisticated preferences with thresholds, semi-orders, or valued interval orders [Öztürk and Tsoukiás, 2015]. (b) When the domain of alternatives is a Cartesian product of value domains, how should preferences be represented? We have been focusing on conjoint measurement and graphical preferences models; in particular, [Bouyssou and Pirlot, 2015] gives an axiomatization of outranking relations with concordance and discordance thresholds. (c) How should preference elicitation, be performed? More precisely, how can we determine the decision parameters of an aggregation model, such as weights or thresholds, using examples in the form of pairwise comparisons of alternatives, or of a qualitative evaluation of alternatives in some ordered scale? See [Rolland et al., 2015] for the elicitation of 2-additive bi-capacity parameters and [Labreuche et al., 2015] for the elicitation of ordered weighted average operators.

Third, validation: What are the decision models than can easily be used? How can we define and trace the multicriteria decision process? How can we obtain a robust decision? (See [Bottero et al., 2015] for an application showing how to get robust recommendations.) How can argumentation theory be used for justifying the recommendations? A related topic is the experimentation where the use of different types of preference relations, aggregation functions or axiomatics are analysed during experiments done with individuals, as in [Deparis et al., 2015].

And fourth, applications: We focus on specific domains on which we apply our models and techniques. A first application concerns bibliometrics: [Bouyssou and Marchant, 2016] proposes a general unified axiomatisation for different ranking and bibliometric indices. Other applications concern industrial research projects. Two have been conducted with the SNCF, one on the use of an MCDA approach to define a new train line between Paris and Normandie (www.lnpn.fr); and one on the evaluation of the comfort on trains [Guerrand et al., 2015], leading to a software now used by the SNCF. Another one is concerned with the ranking of hospitals [Mayag, 2016].

6.2.2 Intelligent Agents for Decision and Reasoning

The project, which lies in the field of Artificial Intelligence, covers search algorithms for exploring very large state spaces that can only be partially searched, as well as distributed AI.

Search algorithms and game playing We have mainly worked on Monte Carlo Search algorithms for games such as Go and General Game Playing [Cazenave, 2015], and for optimization problems such as the Travelling Salesman with Time Windows [Edelkamp and Cazenave, 2016, Cornu et al., 2017]. The search algorithms we develop are tightly con-
nected to Machine Learning: either online learning of the state of the game [Cazenave, 2016] or at the problem at hand, or offline learning of policies. Following the recent success of Deep Learning in the game of Go, we have started working on Deep Learning for games and we have improved the architecture of AlphaGo networks. The next step will be to combine Deep Learning with tree search algorithms. Moreover, in 2016 Tristan Cazenave gained a lot of media attention due to the AlphaGo event. Many people have then heard of Artificial Intelligence, Deep Learning and Monte Carlo Tree Search in the context of Computer Go.

**Distributed Artificial Intelligence**  Our first objective is to define generic models and algorithms to support communications in multi-agent systems. We have designed a generic interaction model that takes into account complex interactions such as multi-party communication and context awareness for simulation and adaptive systems. This model was applied to crisis management and bimodal traffic [Balbo et al., 2016]. Our second objective is to design intelligent algorithms for discovering and selecting web services. As centralised approaches are not able to evaluate trust in service providers and often fail to comply with new requesters expectations, we have constructed multi-agent models, which have demonstrated the capability to use previous interactions, knowledge representation and distributed reasoning, as well as social metaphors like trust [Louati et al., 2015a].

6.2.3 Games and Social Choice: Axiomatic and Algorithmic Aspects

The objective of this project (officially launched in 2016 and involving members of “pôles” 1 and 2 of LAMSADE) is to investigate alternative mechanisms of collective decision-making and to study strategic interaction in competitive and cooperative environments. In this framework, we develop normative models (via, in particular, the axiomatic characterization of voting rules, games, solution concepts, etc.) and we analyze them from the viewpoint of their algorithmic difficulty and their computation. The project is structured in two main axes:

**Social choice and computational social choice**  We are interested in analyzing collective decision situations (in particular, voting situations and resource sharing problems) by means of the axiomatic characterization of the related decision-making mechanisms. We are also interested in the impact of the algorithmic complexity of such mechanisms on their effective application, as well as their vulnerability to strategic behaviour and the role played by information sharing on their implementation.

**Algorithmic game theory**  Our main interest here is the efficient calculation of solution for games and the computational complexity of combinatorial optimisation problems arising on games, the compact representation of games and the analysis of learning algorithms in dynamic interaction situations.

Some of the important topics that we have been studying are: the design and axiomatic analysis of voting mechanisms [Balinski and Laraki, 2014, Nunez and Sanver, 2017]; the game-theoretic analysis of voting rules [Nunez and Xefteris, 2015]; computational hardness in voting [Cornaz et al., 2013, Faliszewski et al., 2016]; voting on combinatorial structures [Barrot and Lang, 2016]; the strategic aspects of argumentation, and the connections between voting and argumentation theory [Cailloux and Endriss, 2016, Awad et al., 2017]; fair division of indivisible goods [Lang and Rothe, 2016, Gourvès et al., 2015b]; the efficient
computation of solutions for cooperative [Cesari et al., 2016] and non-cooperative [Gourvès et al., 2012] games; and judgment aggregation [Lang et al., 2017b].

6.2.4 Policy Analytics

LAMSADE has recently developed a new interdisciplinary approach to decision-making, with the aim to apply already known methods to new fields. It has been identified a few years ago that there is a general demand for decision-aiding regarding public policy, and formal decision-aiding tools in particular. The application of known tools cannot be made without adapting to constraints of decision that are specific to public policies, such as the time frame (longer than for private decision), the building of legitimacy, the acceptance that discussion and argumentation is central to decision-making. The project rests on an interdisciplinary team mixing economists, a philosopher, and computer scientists. The main lines of research of the project are:

- Analysis of political controversy and public policies so as to improve choice procedures with the help of moral philosophy. This aspect is developed through critical analyses of past cases, such as pollution controversy, history of a public policy aiming at developing organic food chains, and how biodiversity is defined and measured in most conservation policy. In this cases, definitional and procedural issues are central [Mundler and Rouchier, 2016, Meinard, 2017, Rouchier and Tanimura, 2016, Meinard et al., 2017].

- Tools for evaluation of public policies. This line of research relies on the building of framework that help identify completely and quickly the flaws in policies, in comparison with the aim that was to be attained. The question of anticipating on measurements while designing the policy is very central in this line of research [Tsoukias and Rali-jaona, 2015, Kana-Zeumo et al., 2014, Giordano et al., 2017].

- Tools for conception of public policies. A better understanding of the emergence of some civil society institutions to deal with chain food problems, as well as the emergence of public policy about biodiversity conservation, enabled us to produce a framework to proposed innovation in public policies, referring largely to Elinor Ostrom’s framework [De Marchi et al., 2016, Meinard et al., 2016, Lamine and Rouchier, 2016].

6.3 Perspectives

Future perspectives in the field of search algorithms will be a deeper integration of deep reinforcement learning and Monte-Carlo search (see also the perspectives of the Machine Learning project). Further developments will be made along in the alphaGo program (which we have already re-programmed). While a huge library of existing plays is available in the domain of Go playing, in other domains the evaluation functions have to be learned only from playing the program against itself; this applies especially to video games as well as some optimisation problems. We will pursue the learning of evaluation functions in such domains. We will focus on optimization problems that are naturally represented in two dimensions: indeed, the deep neural networks that work well for board games are convolutional networks corresponding to two-dimensional spaces, and are in this sense closely related to those that are used for image processing.
In the field of preference modelling, we will first pursue much further the work on the theoretical and practical analysis of bibliometric (and related) indices. Given the increasing importance of these indices, this research is likely to have a huge impact in the middle term. A second perspective consists in bridging our expertises in preference modelling, preference elicitation and argumentation theory so as to design systems that not only propose decisions but that justify them using well-formed relevant arguments. This research will be conducted together with the group of Vincent Mousseau at École Centrale, and is in line with the series of workshops *Decision Analysis and Preference Learning* (DA2PL). Also, our contractual work will be pursued (especially with the SNCF).

In the field of computational social choice and algorithmic game theory, we intend to follow new trends and switch our focus from the computational difficulties to the communication difficulties: while computational hardness is indeed an obstacle to the practical use of a voting rule, there are now many ways of coping with it, and these ways have been now been largely explored; on the other hand, while it is sometimes acceptable to wait a few hours or a few days before knowing the output of a collective decision process, it is clearly unacceptable to ask the agents to interact with a system for more than a few minutes and for more than a few interaction rounds. We will design low-communication protocols for voting, fair division, as well as coalition formation games. Moreover, we intend to focus now also on matching mechanisms, from an axiomatic, computational, communication, and applicative point of view. Also, in the case of fair division, we will now consider more practical, real-world settings. Finally, we are getting more and more interested in the practical acceptability of collective decision mechanisms and how individuals behave when confronted to them; we will pursue this line of research by going progressively more towards experimental social choice.

The emerging field of policy analytics, which started later than the other three, has less achievements than the others, but more perspectives.

A widely acknowledged problem for which no established perspective exists today is the social responsibility of algorithms, which are increasingly used as automatic decision devices. It will be necessary to introduce regulations, which will call for issues related to algorithm design (under a mechanism design perspective), to algorithm auditing and testing (including the social impact of their use when they learn observing social behaviour) and to the economic impact of different forms of regulation in this area.

A problem-oriented line of research, so as to answer to a very contemporary public policy issue, is the organisation of schemes of biodiversity compensation. It is indeed required that any destruction of an area with a certain level of biodiversity has to be compensated by the creation of another zone of same or higher biodiversity level. However this notion is very difficult to define and leads to problems of definition (subject to ecology expertise), but also relies on a very high quantity of data, of heterogenous shapes and origins, that have to be combined so as to ease decision. In that sense, this interdisciplinary branch of the project relies on association of expert knowledge, decision-aiding tools and data modeling and treatment.

Finally, a perspective that bridges research in the projects *Games and Social Choice, Intelligent Agents for Decision and Reasoning* and *Policy Analytics* consists in linking argumentation and agent-based simulation for policy analysis. An observation in that the design of a public policy generally mainly relies on a technical analysis by the deciders, but that it hardly takes into account and actually analyses the postures of the public that will have to adopt the policy. This impacts greatly on the legitimacy of policies that are developed,
and resistance by a well-informed and educated public is increasingly observed. One part of
the policy analytics project will consist in developing a joint methodology using agent-based
modeling and argumentation for the analysis of political controversy. The idea is to rest on
a few real-life examples of political conflicts relying on environmental controversy, and de-
velop a methodology so as to enhance the integration of these two methodologies to improve
the description of cases, positions of the actors, forms of arguments, and positive proposals
of project.

7 Team 2: Algorithms, Combinatorial Optimization

Combinatorial Optimization problems arise from various fields like Telecommunications
(Network Planning and Design, Survivability...), Web Services, Transportation (Traffic Con-
trol, Aircraft Routing, Train Timetabling), or even economics (social choice). The efficiency
of algorithms designed to solve them is certificated either by numerical experiments, or by
theoretical results. The problems we deal with consists in finding an optimal element in a
(finite) set of exponential size; therefore the main issue is computational complexity.

When facing a NP-hard problem, one option is to reduce its difficulty to see what can be
done. Naturally, one relaxes the feasible set to solve its linear programming relaxation, or to
design cutting-plane algorithms. One can also relax the notion of optimality to design ap-
proximation algorithms, or even relax the notion of time to identify fixed-parameter tractable
problems, or problems with low-exponential algorithms.

When facing an easy problem one naturally investigates generalizations to see what can
still be done. Robust Optimization arises when there is uncertainty on the data. Multi-
objective Combinatorial Optimization arises when a solution can be evaluated in several
different manners.

Team 2,‘Algorithms, Combinatorial Optimization”, includes two projects, AGaPe and
Mathis. We also describe a third one, MOCO, which is common with Team 1. (Other
projects in common with other teams are described in sections 6 and 8.) The combinatori-
al optimization algorithms designed are tested to investigate their efficiency in practise.
Concerning the theoretical aspects, Mathis focuses on relaxations (linear or semi-definite
positive) of the feasible set, and on robustness of solutions. AGaPe focuses on approxima-
tion or low-exponential algorithms and on fixed-parameter tractable problems, and MOCO
focuses on multi-objective problems.

7.1 AGaPe: Algorithms with Performance Guarantee

The research activities of the AGaPe team are structured around three main research axes,
namely

- Worst case complexity of combinatorial problems;
- Efficient solutions of intractable combinatorial problems;
- Dynamic models for combinatorial optimization (including robustness).

About the worst case complexity of combinatorial problems, the research follows two ma-
jor paradigms: the standard paradigm, where complexity is evaluated with respect to the
size of the instance and the parameterized paradigm, where complexity is evaluated with
respect to some structural parameter of the problem dealt. For instance, when dealing with graph-problems, such parameters can be the so-called standard one (the value of the optimal solution), the treewidth, or the vertex cover number etc. of the input graph; other parameters can be specific to the problem at hand. Publications [Bazgan et al., 2014, 2016a, Bonnet et al., 2015b, Lampis and Mitsou, 2014] contain some representative work relative to this aspect of the research activity of AGaPe.

The research by the members of AGaPe on Efficient solution of intractable combinatorial problems joins two complementary thematics:

1. Exact solution of NP-hard problems;

2. Approximate solution of such problems.

As far as determining an exact solution is concerned, key issues are the development of exact algorithms with non-trivial upper and lower complexity bounds leaving a gap as small as possible (both for the standard and the parameterized frameworks). Item 1 is, in fact, a natural extension (and completion) to the Worst case complexity of combinatorial problems axis.

The thematics of Approximate solution of NP-hard problems is mostly developed following two research strands: polynomial approximation and super-polynomial approximation. Polynomial approximation is the cornerstone of the research group of AGaPe. In this approach, we have to make trade-offs between the computational complexity and the quality of the approximation. Until now, the classical research in the area assumed that the approximation algorithms had to be polynomial time computable. Since 2008, in AGaPe, we have largely contributed to the development of several alternative approximation approaches, where the approximation algorithms are allowed to be exponential in various ways, which leads to three major fields: moderately exponential approximation, parameterized approximation, and sub-exponential approximation. The basic question in any of these models is what is possible/impossible to be done within each model and what is the difference between results achieved therein with respect to analogous results in polynomial approximation.

Our work in Dynamic models for combinatorial optimization is developed under three basic complementary aspects: Probabilistic combinatorial optimization, Reoptimization, and Temporal optimization, where the input data are either given only with some presence probability, or they can change during the solution process. The main objective for all these approaches is to compute robust solutions, i.e. a good (under some predefined criterion) solution under all (or at least the most of) scenarios.

Since almost all the publications of the project are transversal to several research axes of the group it is very hard to enter them as proper publications of a single research axis. A list of significant publications is the following: [Abu-Khzam et al., 2016, Aziz et al., 2016, Bazgan et al., 2017, Bonnet et al., 2015a,b, Bourgeois et al., 2012, Bonnet et al., 2016, Crowston et al., 2014, Escoffier et al., 2017, Faliszewski et al., 2016, Fotakis et al., 2016, Jeong et al., 2016, Gutin et al., 2012a,b, Guillemin and Sikora, 2013, Karpinski et al., 2015, Kim et al., 2013, 2015, Lampis, 2014, Lang et al., 2017a]

7.2 Mathis: Mathematical Programming and Discrete Structures

An important part of NP-hard problems can be encoded as Integer Linear Programs (ILP), that is, of the form \( \max \{ c^T x : Ax \leq a, x \text{ integer} \} \) while polynomial problems are often
Linear Programs (LP) of the form \( \max \{ c^\top x : Bx \leq b \} \), however the convex hull of the solutions of the ILP can always be described by linear inequalities. For instance

\[
\begin{align*}
\begin{cases}
x_1, \ x_2, \ x_3 \geq 0 \\
x_1 + x_2 \leq 1 \\
x_2 + x_3 \leq 1 \\
x_1 + x_3 \leq 1
\end{cases}
= \text{conv.hull}\left\{ \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \begin{pmatrix} 1/2 \\ 1/2 \\ 1/2 \end{pmatrix} \right\}
\end{align*}
\]

and

\[
\text{conv.hull}\left\{ \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \right\} = \begin{cases}
x_1, \ x_2, \ x_3 \geq 0 \\
x_1 + x_2 + x_3 \leq 1
\end{cases}
\]

So optimizing a linear function over \( \{ x : Ax \leq a, x \text{ integer} \} \) is equivalent to optimize it over the integer polyhedron \( \{ x : Bx \leq b \} \). It is of course elusive to try to formulate NP-hard problems as (easy) LP’s. However, it can often be done for classes of easy instances, and furthermore, a partial description of the integer polyhedron can be used to strengthen enumeration methods (Branch-and-Bound) and leads to efficient solving methods. The efficiency of cutting-plane algorithms is based on the detection of facets of the integer polyhedron. Facets are associated with particular structures that can be described in the terms of Graph Theory, such as cliques or odd-cycles, and cutting-plane algorithms use subroutines solving graph optimization problems.

These theoretical results have a huge impact on real-life problems which, although more complex, can often be decomposed into well-posed problems of optimization in graphs, and then, theoretical results are often translated into practical results.

### 7.2.1 Graph Coloring

One of the most important theorems in Combinatorial Optimization is probably the Strong Perfect Graph Theorem. It gives a characterization of all 0-1 matrices \( A \) having the property that \( \{ x \in \mathbb{R}^n : Ax \leq 1, x \geq 0 \} \) is a polyhedron all vertices of which are integer. These matrices \( A \) are also called perfect since they must precisely be the incidence matrices of cliques of perfect graphs (which are characterized by the Strong Perfect Graph Theorem in terms of forbidden induced subgraphs). Perfect graphs are those for which the chromatic and clique numbers are equal for all subgraphs. Although the linear relaxations leads to integer primal and dual optima when \( A \) is perfect, no combinatorial nor LP algorithm is known to solve them in polynomial time. Semi-definite programming (SDP) is actually the only known method. In [Cornaz and Meurdesoif, 2014], based on a graph transformation, any parameter sandwiched between the clique and chromatic numbers is transformed into a different sandwiched parameter, and surprisingly it always moves the value of the SDP relaxation (Lovász Theta function) toward the chromatic number, and, on the contrary, the LP relaxation is moved toward the clique number. Experiments show that it improves significantly the quality of the SDP relaxation much more than by strengthening the formulation. This transformation can also be used to design methods which are efficient in practice to solve the graph coloring problem [Furini et al., 2017, Cornaz et al., 2017].

### 7.2.2 Integer Linear Programming and Applications

Some problems related to network design have been considered: \( k \)-connected subgraph with bounded length, capacitated network design and virtual private network [Uchoa et al., 2013].
Two PhD theses have been prepared within this work. Further problems have been considered for which cutting-plane algorithm have been devised: via minimization [Lacroix et al., 2012b], constrained knapsack [Salem et al., 2016], and $k$-separator where polyhedral and algorithmic aspects are closely related in [Diarrassouba et al., 2016, Magnouche et al., 2016, Mahjoub et al., 2012b] while [Mahjoub et al., 2012a, Lacroix et al., 2012c] focus on the complexity.

The approach based on linear geometry is applied to multi-objective optimization in [Aissi et al., 2014, 2015], it is proved that the parametric complexity of the global minimum cut problem is $O(|V|^3)$. As a consequence, the number of non-dominated points is $O(|V|^7)$, and there is a strongly polynomial time algorithm to compute these points. Here $|V|$ is the number of vertices of the underlying graph. These results improve on significantly previous results in the literature.

The Dantzig-Wolfe decomposition and reformulation is a technique to provide strong dual bounds for specially structured mixed integer programs (MIPs). Generic Dantzig-Wolfe reformulation can be effectively used to solve generic MIPs outperforming the classical approaches based on Branch-and-Cut algorithms for different classes of problems [Bergner et al., 2015, Caprara et al., 2013, Caprara et al., 2016, Furini and Malaguti, 2013].

Semidefinite Programming (SDP) relaxation is studied within the framework provided by Mixed Integer Nonlinear Programming (MINLP) solvers when tackling Binary Quadratic Problems (BQP) [Furini and Traversi, 2013].

Real-world applications of Operations Research have been investigated associated with Aircraft Routing and Sequencing, and Train Timetabling [Cacchiani et al., 2016].

### 7.2.3 Robustness

In an industrial context, factors of uncertainty are multiple and do not always allow to assign a single value to the parameters of the model. In most cases, probability information is not available. Models have to include sets of plausible values (called scenarios) for parameters. The problem is then to determine a robust solution, i.e. a solution of good quality in most scenarios. A state-of-the-art paper is published in European Journal of Operational Research [Gabrel et al., 2014c]. Methods for solving a localization and transport problem with uncertain demands are developed in [Gabrel et al., 2014a]. A new robustness criterion, initially proposed by B. Roy, based on linear programming, is applied in [Gabrel et al., 2013].

### 7.3 MOCO: Multi-Objective Combinatorial Optimization

#### 7.3.1 Project description

LAMSADE has long been well known for the development of multicriteria methods when the set of solutions, of relatively small size, is defined explicitly by an exhaustive list (ELECTRE methods). This project addresses multicriteria problems where the set of solutions is defined combinatorially. Indeed, many combinatorial optimization problems require taking into account multiple criteria. In this context, an important issue is to determine the set of efficient solutions (also called Pareto-optimal solutions) or more precisely the set of non-dominated points, which corresponds to the images of these solutions in the objective space. A main challenge, both from the decision making and computational viewpoints, is the potentially huge size of the nondominated set which can grow exponentially with the size of the instances for most problems. The main lines of research of the project are:
• Production of theoretical results on the complexity and approximation of multi-objective optimization problems.

• Design of practically efficient, exact or approximate, algorithms in order to determine the nondominated set or a preferred subset, for various multiobjective combinatorial optimization problems.

• Applications of the proposed approaches to real contexts.

This is a transversal project, involving members of teams 1 and 2 of LAMSADE. It was supported by an ANR 2010-2013 project with LIP6 and LINA and two PHC projects (CEDRE 2014-2015 with Lebanese American University and PROCOPE 2016-2017 with the University of Wuppertal). It benefited from cooperations with IFSTTAR, ONERA, and DCNS.

7.3.2 Complexity and approximation

Our theoretical works were mainly focused on the approximation of the set of efficient solutions. In particular, we studied, for different problems including matroids and matchings, the best approximation we can obtain with a fixed number of solutions [Bazgan et al., 2013b, Gourvès et al., 2015a, Gourvès et al., 2017]. We also established general approximation results and algorithms aiming at producing minimal size approximations, which are particularly useful to provide a concise representation of the nondominated set [Bazgan et al., 2015, 2016b]. In addition, we studied properties of approximations based on dominance cones which generalize the standard Pareto cone [Vanderpooten et al., 2017]. Bounds on the number of nondominated points are presented in [Bazgan et al., 2013c] and, specifically for the multiobjective global cut problem [Aissi et al., 2014, 2015].

7.3.3 Determination of the non-dominated set or a preferred subset

We attach a particular importance to the design of practically efficient multi-objective algorithms. For this purpose, we have introduced and studied the essential concept of a search region [Klamroth et al., 2015, Dächert et al., 2017]. We have developed algorithms for the multi-objective versions of various standard problems including assignment [Belhou et al., 2014], knapsack [Figueira et al., 2013b], and traveling salesman [Cornu et al., 2017]. Another original stream of research deals with the generation of the preferred solutions in the sense of a specific aggregation model such as OWA [Galand and Spanjaard, 2012], Choquet [Galand et al., 2013], Lorenz [Galand and Lust, 2015] or a partially defined weighted sum [Kaddani et al., 2017]. The contribution of multiobjective optimization for robust optimization, in the case of network capacity expansion problems, is studied in [Aissi and Vanderpooten, 2016].

7.3.4 Implementation in real contexts

Since the creation of this project, we have focused on the effective implementation of multi-objective combinatorial optimization methods in various applied contexts ranging from scheduling problems [Aloulou et al., 2014] to adaptive multi-objective regulation of the traffic in collaboration with IFSTTAR [Dujardin et al., 2015], through planning of space missions, with ONERA [Madakat et al., 2013], or quality of service for web services [Abu-Khzam et al., 2015].
7.4 Perspectives

7.4.1 AGaPe

The two main research priorities of the AGaPe research team for the next five years are the following:

- Intensification of the research effort on the new approximation models (mainly sub-exponential and parameterized approximation) in order to explore both their power and their limits: establishing approximation results for problems for which we know there is no possible polynomial-time approximation, showing that a given problem or class of problems is inapproximable within a certain ratio with a certain (exponential) complexity. The LAMSADÉ is one of the international initiators of this research program that starts mobilizing a great amount of research energy. The development of this research line is a very promising way to cope with the limits of polynomial approximation and to bridge the gap between polynomial and exponential computational time.

- Development of a new research line “polynomial approximation via mathematical programming” by trying to put together the powerful artillery of the mathematical programming and the deep knowledge about the solutions mechanisms of hard problems accumulated by the long research on polynomial approximation. Our main objectives here is the development of novel concepts, tools and techniques for both polynomial and sub-exponential approximation able to produce new results and/or to improve existing ones. Even if this matching is not entirely new, many things remain to be done in order that our knowledge about the solution mechanisms for intractable problems becomes deeper and stronger.

Obviously our research effort around the other current research-lines (polynomial approximation, dynamic optimization, algorithmic game theory) will also continue and intensify.

7.4.2 Mathis

As perspectives, Mathis will mainly continue to develop the research projects which are currently considered. Further applications of graph colouring problems and of their generalizations will be investigated from the view point of primal and dual integrality. New robustness approaches in the frameworks of portfolio optimization and service composition will be developed, with a particular interest to deterministic and probabilistic mathematical programming based approximation algorithms. Also, novel cutting-plane based algorithms for solving hard and large combinatorial optimization problems in network design and other domains taking advantage of the innovative decomposition and reformulation methods will be developed. Also Mathis aims to more develop the new research line related to combinatorial multi-criteria optimization and mathematical programming. Most of these projects will be conducted in collaboration with researchers in France and abroad.
7.4.3 MOCO

The field of multiobjective combinatorial optimization is extremely active, as shown by the increasing cooperations with other, mainly European, researchers. The main challenges are related to the design of exact and approximate algorithms for more than two objectives, where nice properties of the biobjective case are no longer valid. A particular attention will be devoted to the concise representation of the non-dominated set for more than two objectives. We will also continue to apply our concepts and algorithms in real contexts thanks to our regular collaborations with industrial partners.

8 Team 3: Data Sciences

The identification, collection, and analysis of information related to activities of organisations is vital for effectively supporting their decision making processes. A wide part of such information can today be effectively measured so that the resulting data can be stored and transformed in order to enable automatic data querying and analysis to aid decision makers. On the one hand, this has triggered strong research interest on techniques able to collect, manage and analyse big data collections both in a flexible and in a robust way. On the other hand, this data deluge, together with the novel resulting analytics possibilities, have reinforced and re-oriented the need of investigation efforts about problems related to how to interpret and make actionable data analysis results, by involving and analysing knowledge about facts and phenomena that can not be measured currently, and that depend on the particular (social, economical, ...) context in which the organisation activities are carried out.

The research activities of the Data Science team situate in this twofold context, and are carried out within four projects, respectively focusing on large scale data management, machine learning, Web services, and policy analytics. In each of these projects, members of the Data Science team have obtained results published in top-level (A/A*) conferences and journals [Colazzo et al., 2014, Camacho-Rodriguez et al., 2014, Camacho-Rodríguez et al., 2015, 2016, Abu-Khzam et al., 2015, Gámez et al., 2015, Gabrel et al., 2014b, 2017, Barros et al., 2015, Toumani et al., 2015, Bojarski et al., 2017, Arocha et al., 2016, Angarita et al., 2012, Arocha et al., 2015, Mouhoub et al., 2014, 2015, Carvalho et al., 2016, Ríos et al., 2016, Belhajjame and Bonifati, 2016, Belhajjame et al., 2015ab, Garijo et al., 2014, Belhajjame et al., 2014, Belhajjame, 2014, Bacall et al., 2013, Belhajjame et al., 2013, Missier et al., 2013]. It is worth stressing that the scientific community to which the team belongs is highly competitive and includes a large number of prestigious research research groups and companies in all over the world. In this context, members of the team enjoy high international visibility as shown by their participation to program committees of prestigious venues, such as PODS, SIGMOD, VLDB, ICSOC, SSDBM, EDBT, NIPS, AISTAT, IJCAI, .... Several members of the team have also been deeply involved in the organisation of the 2015 edition of ICSOC conference. Research results have been obtained in the context of several collaborations with both national and international universities, as well as with national and international companies like SNCF, Adway, Hortonworks, IBM, Google.

The quasi-totality of the team is deeply involved in teaching and management activities in crucial domains related with data science, like algorithms, programming, large scale data management, data mining and machine learning. Particular effort of the team has been dedicated in the last three years to re-orientation activities at MIDO in order to offer students
new Big Data and Data Science courses together with the needed hardware support. These efforts have revealed to be particularly successful.

The team looks forward to integrating new CNRS researchers in the near future, as well as CNRS research engineers, as currently only one CNRS researcher is part of the team, and the team can not count on the activities of engineers, who would play a crucial role in all those research lines demanding substantial efforts in the implementation of complex techniques devised by the team.

Reports and perspectives about the research projects are described in the sequel.

8.1 MADAX: Massive Data Management, Analysis and Exploration.

The MADAX project focuses on problems related to i) static analysis for safe and efficient management of massive semistructured data, ii) big data integration, and iii) experiment reproducibility.

Concerning the first line of research, efforts have been concentrated on expressive and efficient analysis of massive tree-shaped and RDF datasets, by relying in particular on MapReduce-like programming paradigms like PACT and Pig Latin [Camacho-Rodríguez et al., 2016, 2015, 2014]. These systems aim at providing the data analyst with high-level languages to specify complex data flow programs, that are then opportually optimised and compiled to low-level MapReduce-like data flows, that are executed on cluster of computers. The main technical challenge in this context is to bridge the gap between high expressivity of user languages and basic MapReduce-like algebras. So it is has been essential to specify the approaches in a rigorous formal way and to conduct extensive experimental analysis. In the context of RDF data sets, we have devised and implemented techniques for OLAP-like analytics of RDF data-warehouses by relying on a new notion of analytical schema [Colazzo et al., 2014]. The main distinctive feature of this approach was the presence of techniques enabling the specification of global queries on several databases without the need of ETL preprocessing in order to build a unique data warehouse. Recent research efforts focus on the development of static analysis techniques for type-checking complex graph queries [Colazzo and Sartiani, 2015]. Before this work no type-checking techniques existed for graph queries, and this work has been the first to introduce and adopt a new notion of schema for data graphs taking into account a wide class of properties of graphs, and enabling rich forms of query type analysis.

Data integration has been an active area of research for three decades. Yet, it is proving to be a costly operation, especially in the era of Big Data when the number of sources that need to be processed and combined to bring out value, seems to be constantly on the rise. To reduce the cost of building data integration systems, we have investigated several techniques that solicit feedback from end-users for building and improving the quality of a data integration system in a pay-as-you-go manner [Ríos et al., 2016]. Other explored research lines include the problem of clustering data integration users based on their expectations [Belhajjame et al., 2015a], and the use of map-reduce paradigm for parallelizing the data exchange problem [Belhajjame and Bonifati, 2016], which is tightly related to data integration. More recently, we have started investigating data privacy issues that arises in such contexts [Barhamgi et al., 2016].

Reproducibility is an issue that is increasingly gaining importance due to the fact that many
of the research solutions that are out there cannot be repeated or replicated. In this regards, we have investigated several techniques for improving the reproducibility of computational experiments by utilizing provenance information together with semantic annotations [Belhajjame et al., 2015b, Carvalho et al., 2016, Hettne et al., 2014]. Other research efforts have concerned summarization techniques for abstracting such experiments [Alper et al., 2014], as well as techniques for improving the reproducibility of scripts written by scientists by making them full-fledged research objects [Carvalho et al., 2016].

The MADAX project is particularly involved in transferring knowledge from the research field to Big Data training programs at LAMSADE and MIDO, and have recently set up a preliminary web page presenting these activities.

8.2 Machine Learning

The ML scientific project, bringing together researchers from the “Data science” and “Decision Aid” poles of LAMSADE, addresses open issues raised at the front edge of Data sciences and Decision making. Its long-term overall goal is to construct principled models allowing to understand, predict and control artificial agents evolving in possibly highly dynamic environments. To achieve this goal, the main work-plan of the project members has been conducted through two lines of research: (i) invariance design and representation learning, and (ii) learning for optimal decision making under uncertainty. In addition, recent research activity has aimed at large scale topology based selection by means of hierarchical sampling.

8.2.1 Invariance design and representation learning

One of the most challenging and still open problems in Machine Learning is to extract meaningful patterns from few or unlabeled high dimensional data, possibly scarce and exhibiting non-stationary regimes. Such data are numerous in the real world (e.g., brainwaves signals or financial data). To approach this problem our claim is to rely first on our prior knowledge about the invariances and regularities of the observed phenomenon and encode it in the exploration process, and when such a knowledge is not available, learn from the data a change of representation, i.e. a mapping from the initial space to a feature space well suited to the final decision phase. As such, our work falls within the emerging topic of representation learning. More precisely, we studied in [Bloch and Atif, 2016] transportation metrics, i.e. probability distances exhibiting invariances over the data space, and proposed geodesic extensions by establishing a link between the Optimal Transport and Mathematical Morphology theories. These metrics are under study in order to be embedded in unsupervised learning algorithms. In [Bojarski et al., 2017], the change of representation is performed through structured random projections. We propose in particular an efficient computational framework for speeding up several machine learning algorithms with almost no loss of accuracy comparing to its unstructured counterpart and propose a general theoretical principle allowing to provide the first theoretical guarantees of several approaches in the literature. In [Isaac et al., 2017], the mapping from the raw data (multidimensional brainwave signals) to the feature space is performed through learning a regularized over complete basis of multidimensional signals. Besides learning this new feature space in an unsupervised way, prior

3https://www.lamsade.dauphine.fr/pole3/
knowledge about the regularities of the brainwaves signals are encoded through new regularization terms in order to enforce a sparse decomposition preserving the spatio-temporal structure of the signal. An optimization algorithm based on the split Bregman approach is also proposed to handle the associated optimization problem, and its convergence is analyzed. In [Horev et al., 2016, Yamane et al., 2016] we studied how dimensionality reduction approaches can be compliant to the intrinsic geometry of the data space. This led to the development of geometry-aware Principal Component Analysis algorithms on a Riemannian manifold. We have also established a systematic review of other Riemannian approaches in the analysis of high-dimensional multivariate brainwave signals for brain-computer interfaces in [Yger et al., 2017].

8.2.2 Learning for optimal decision making under uncertainty

At the very core of Artificial Intelligence is the design of self-adapting agents able to explore, interact with, and control their environments. From the ML perspective this falls within reinforcement learning or online learning approaches. In the context of Computer Games, we have continued our seminal works on Monte Carlo Tree Search (MCTS) and proposed improvements to the architecture of the deep neural networks of AlphaGo [Cazenave, 2017]: the improved networks make use of residual layers which enable to train deeper networks and improves significantly the precision. We have also proposed online learning of playout policies [Cazenave, 2016, 2015]: the principle is to use Gibbs sampling with weights associated to the different possible moves and to reinforce the moves that led to a win in playouts and decrease the probability of playing the other moves. It led to significantly stronger MCTS program for many games. In [Flesch et al., 2016], we studied the generalization of regret minimization to the vectorial or multi-criteria setup called Blackwell approachability. We show that in this setting, unlike in the standard online learning literature, the necessary or sufficient conditions for the anytime version of this problem are drastically different than those for the fixed horizon. In [Linguet and Atif, 2015, 2016] we have modeled the solar surface irradiance (SSI) incident on the Earth surface as an online learning problem and proposed original MCMC particle filter approaches that combine satellite images and in situ data for space-time-referenced SSI.

8.2.3 Large scale learning from active sampling

Traditional data analytic techniques (such as statistical or evolutionary learning) are sometimes powerless faced with the current size explosion of data collections. In collaboration with Amel Borgi (LIPAH, University of Tunis El Manar), we are interested in large scale evolutionary algorithms to deal with massive data classification problems. As part of a PhD student work, we have recently proposed an extension of the evolutionary algorithms in order to optimize their performance of learning from active sampling in large data sets [Hmida et al., 2016b,a]. Preliminary results to learn from the Higgs Decay Dataset (containing 80 million collision events coming from the field of high-energy physics) show that our proposed method is able to deal with a benchmark data set of 11 millions events.

8.3 Web services

The Web Services research group aims at developing fundamental concepts and techniques for services computing and business processes management. The main research directions
investigated by our group are the following:

- Service discovery and composition taking into account non-functional properties (transactional properties, trust and other QoS properties).
- Workflow modeling, matching and discovery.
- Process mining and process analytics.

**Automatic QoS-aware service composition and execution** A part of the service project is transversal between “Combinatorial optimization, algorithms” and “Data Sciences” research areas, and particularly between Virginie Gabrel, Cécile Murat and Maude Manouvrier. We have been tackling the Automatic QoS-aware service composition problem, which is a combinatorial optimization problem. Two decision contexts are usually considered to structure the composition problem: in the first one, a workflow is used to represent the composite service as a combination of functionalities, and, in the second one, a graph represents the input/output dependencies between services. In both contexts, the theoretical complexity of different versions of the composition problem based on Quality of Service (QoS) have been studied and original models and exact algorithms (based on linear programming and graph theory) have been proposed. These results have been published in international journals and conferences: in Discrete Applied Mathematics [Gabrel et al., 2015], for the first context, and in ICSOC conference [Gabrel et al., 2014b] and Future Generation Computer Systems, for the second one [Gabrel et al., 2017].

Concerning service execution, as part of a PhD student work, we have defined a model to support self-healing (i.e non intrusive dynamic fault-tolerant) composite service executions while maintaining the QoS requirements, even in presence of failures ([Arocha et al., 2016, Angarita et al., 2012, Arocha et al., 2015]).

**Service discovery** As part of a PhD student work and in the context of CAIR ANR project, we proposed a framework for searching semantic data and services using SPARQL ([Mouhoub et al., 2014, 2015]). As part of a collaboration with “Combinatorial Optimization, Algorithms” pole, we studied and proved the exact complexity of the service selection problem by taking into account QoS criteria for single and multi-criteria instances [Abu-Khzam et al., 2015]. As part of a thesis co-supervised with “Decision Aid” pole, we have enriched the processes of discovery and selection of services by considering both the social dimension of the providers and the experience feedback of the previous compositions [Louati et al., 2015a, 2014b,a]. We have established a trust measure in providers and their services evaluated on three components: sociability, expertise and recommendation [Louati et al., 2014c]. We have also been interested in coalitions formation based on trust for service composition [Louati et al., 2015b]. In order to guarantee the reliable execution of a composition, in collaboration with the University of Málaga we have proposed an original approach based on product lines for the problem of service selection taking into account their transactional properties and their QoS values [Gámez et al., 2015].

**Workflow modeling and mining** We have investigated means for assisting users in the specification of workflows by reusing workflow fragments. Specifically, we devised a technique that utilizes existing sub-graph mining techniques, namely SUBDUE, to identify workflow fragments that are likely to meet the needs of a workflow designer [Harmassi et al., 2015]. We have also investigated techniques that can be utilized for the verification of semantic annotations of web services, which are used to implement the steps (tasks) in the workflow
specification. The semantic annotations describe the domain of the input and output parameters of web services. For their verification, we used and adapted software functional testing [Belhajjame et al., 2014]. We have also showed how data examples can be utilized for annotating the operational semantics of scientific modules, which are operations that are utilized in scientific experiments [Belhajjame, 2014]. A technique for mining unstructured, flexible, knowledge-intensive processes has been proposed in [Delias et al., 2015]. Based on our experience on process mining and matching we participated in writing a monograph [Beheshti et al., 2016] that surveyed approaches and tools for process analytics.

Process matching In the context of ANR AOC project we studied the problem of workflow matching and discovery. In collaboration with our partners experts in graph theory we proposed a spectral graph approach for process model matchmaking ([Belhoul et al., 2013]). In order to allow to retrieve in a repository of process models the one the most similar to the query, we proposed indexes based on semantic annotations inputs and outputs of activities and their relationship in [Gater et al., 2012]. User preferences concerning QoS properties have been modeled using fuzzy set theory and taken into account in the discovery process ([Lemos et al., 2012a,b]).

8.4 Perspectives

Future perspectives of MADAX include efficient techniques for summarising tree-shaped data (e.g. JSON), which are widely used today in data lakes that are at the basis of complex analytics (SQL, data mining, machine learning). Preliminary results have been presented this year at EDBT [Baazizi et al., 2017] and seem very promising. We also plan to continue our investigation about schema and query languages for large-scale data graph processing, continuing research lines initiated in [Colazzo and Sartiani, 2015]. Other future directions concern the investigation of data integration problems in data lakes, and the reproducibility of data-intensive in-silico experiments, as well as RDF data management problems, namely RDF saturation, minimization and provenance-enabled query evaluation.

Concerning the Machine Learning project, its perspectives are thought to tackle these new disruptive subjects in ML and AI and their relations to decision making. More precisely we will continue our investigation on learning from few labeled or unlabeled high-dimensional data through representation learning and invariance design. A new effort will be devoted to learning from massive graph-structured data and to the design of efficient and scalable distributed algorithms. Current investigations in this topic are concerning the design of a new theory of dictionary learning of graph data (CNRS JCJC project), and the development of clustering of sketched massive graphs (within the context of a collaboration with Google Brain and CEA-List). The quest for principled and computationally efficient geometry-aware unsupervised learning algorithms will also be pursued through the study of Riemannian manifolds and their application to the analysis of brainwave signals (EEG data). An ANR project is under review concerning this topic. Matrix factorization techniques taking into account side information will also be studied in the context of recommendation systems. The second research direction follows our investigations on learning for optimal sequential decision making, with a determined effort to establish connection with representation learning. Deep reinforcement learning approaches, at the crossroad between reinforcement learning and deep representation learning will be studied in the context of computer Go. Multi-armed bandit

These perspectives have partly been inspired by, and have also inspired the recent French report on AI #FranceIA
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approaches and learning in repeated games will also be studied in the context of recommendation systems. A new - high risk high gain - research direction will be devoted to deontic and explainable machine learning techniques. Privacy-preserving models will be at the core of our work on graph sketching and clustering. Within the context of recommendation systems, substantial efforts will be devoted to the design of new inference models (through e.g. game theoretic approaches) taking into the opinion polarization and the "echo chamber" phenomenon. Finally, the hard problem of deriving explainable decision models will necessitate imagining new synergies between symbolic and numeric approaches.

Concerning Web Services, our goal is to propose intelligent and robust solutions for process and web services composition execution. We will investigate mainly two research directions: self-healing execution and process and services analytics.

In the first direction, we will continue our research work on web services composition and execution. In our past work, we proposed selection strategies that assume that characteristics and behaviors of services seldom change. In order to prevent undesirable impacts, notably the degradation of the QoS performances of the composition or the component failures, the challenge is to investigate a novel approach based on robust optimization, never used for service composition to our knowledge. We plan to study the application of these solutions in specific cases such as the connected objects for the smart buildings. Based on our results obtained in [Arocha et al., 2016], we will propose new solutions for smart buildings based on dynamic and robust web service composition.

For what concerns services analytics, we will address new challenges related to the size, heterogeneity and velocity of event logs in the context of process mining and process analytics, along the lines of current work on extracting process related information from unstructured data (email logs, ...) as a first step towards the analysis of undocumented business processes. We aim also at proposing real-time process and services analysis techniques in order to predict process behavior and improve its execution.
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1.4 Instrumental and methodological developments

1.5 Softwares and experiments

Highlights: Two members of the LAMSADE have participated to two national experiments related to the French presidential elections of 2017.

1. Rida Laraki has participated with primaire.org to an experiment on a voting rule (majority judgment) on the internet

2. Jérôme Lang, via the ANR project COCORICO, has participated to an experiment called “Voter Autrement 2017” which is about the French presidential election

The other contributions are: Daniela Grigori has produced a software for the aggregate search of data and services which has been presented at the conference ESWC’15. Dario Colazzo has participated to the development of Andromeda and the systems Paxquery and Pigreuse. Members of the LAMSADE such as Michel Zam, Brice Mayag and Alexis Tsoukiás, are involved in a platform for software tools for decision problems called DECISION DECK. Hassene Aissi has developed a decision aid tool for the planification of ad campaigns (for a company called OMNICOM). Florian Sikora has developed a software for a challenge, see https://pacechallenge.wordpress.com/.
1.6 Patents, licences and invention

1.7 Reports of technical expertise, products of instances of normalisation

1.8 Products of didactic activities


1.9 Products for the general public

Highlights: Two members of the LAMSADE have been significantly solicited by the medias.

1. Tristan Cazenave has been solicited by the following medias about Alphago, Deep learning and Game playing: TF1, France 5, LCP, France Info, Radio Canada, Korean Television, Le Monde, and Le Figaro.

2. Rida Laraki has been present in medias such as Pour la Science, Rue89, Terra Nova, The Conversation France, The Conversation USA, and Commentaire, about election systems. Rida Laraki has made a popularizing video on Youtube (seen more than 20,000 times): https://www.youtube.com/watch?v=ODuPoepQ1tY. See also https://www.youtube.com/watch?v=ZoGH7d51bvc where he appears (seen more than 578,000 times). Rida Laraki was interviewed by le Parisien, RFI, RTL, Le Monde, Causette, Science et vie, Science et avenir. He also contributed to the MIT Press Blog in 2012.

Besides, Jérôme Lang has signed an article in Libération “Vers la fin du scrutin majoritaire à deux tours ?” in April 2017. Juliette Rouchier has signed in 2016 an article in Libération: “Marseille dans la dynamique de la méfiance”.

In 2012, a video presenting the Lamsade has been made and put on the website of the lab. Maude Manouvrier has participated to the popularization of her work to the API Days 2013, “des acteurs de l’écosystème des APIs, du Cloud Computing et du Bigdata” Paris, december 2013, video available at https://www.youtube.com/watch?v=CfZ3McbJU-U. Elsa Negre and Eunjung Kim have written an article for Dauphine Recherches in 2016 and 2017, respectively. Elsa Negre also has an article in CGE Grand Angle, in 2017. Florian Sikora has participated to “Classe
à Paris”. Laurent Gourvès, Julien Lesca and Anaëlle Wilczynski made a short presentation of their ECAI 2016 article on the website of INS2I. Stefano Moretti has written an article “Comment le Lamsade a-t-il établi le mode de scrutin de PSL ?”, published in June 2015 in the online magazine education.newstank.fr. Jamal Atif has been interviewed on the courses on Big data in a blog called Business & Decision. He was invited to debate on Data sciences and automatic learning at the annual convention of Square, 2016.

1.10 Other products which are specific to a discipline

2 Research activities and indices of recognition

2.1 Editorial activity

Some members of the Lamsade are in the editorial board of scientific journals:

The 20% selection is:

1. Mathematical Social Sciences (Remzi Sanver & Denis Bouyssou)
2. International Journal of Game Theory (Rida Laraki)
4. Theoretical Computer Science (Vangelis Paschos)
5. European Journal of Operational Research (Vangelis Paschos & Bernard Roy)
6. EURO Journal on Decision Processes (Alexis Tsoukiás & Bernard Roy & Denis Bouyssou)
7. Operational Research: An International Journal (Vangelis Paschos & Bernard Roy & Denis Bouyssou)

The rest is:

1. Studies in Economic Design (Remzi Sanver)
2. Theory and Decision (Remzi Sanver)
3. INFORMS Journal on Decision Analysis (Alexis Tsoukiás)
5. Computers and Industrial Engineering (Vangelis Paschos)
6. RAIRO - Operations Research (Ridha Mahjoub & Vangelis Paschos & Rida Laraki)

7. Foundations of Computing and Decision Sciences (Vangelis Paschos)


10. Botanique (Yves Meinard)

11. Ingenierie des Systemes d’Information (Daniela Grigori)


13. Computers and Industrial Engineering (Ridha Mahjoub)

14. EURO Journal on Computational Optimization (Ridha Mahjoub)

15. International Computer Games Association Journal (Tristan Cazenave)

16. Game and Puzzle Design (Tristan Cazenave)

17. Journal of Industrial Engineering (Jully Jeunet)

18. Journal of Project Management (Jully Jeunet)

19. Journal of Artificial Intelligence Research (Jérôme Lang)

20. Artificial Intelligence Journal (Jérôme Lang, until 2016)


22. Journal of Dynamics and Games (Rida Laraki)

23. IJ FPRM (Bernard Roy)

24. Journal of Multi-Criteria Decision Analysis (Bernard Roy)

25. Journal of Computational Optimization in Economics and Finance (Denis Bouyssou)

Some members of the Lamsade are also involved in special issues:

2. Journal of Data Mining and Knowledge Discovery (Benjamin Negrevergne, 2017)

3. Annals of Operations Research (Fabio Furini)


5. Synthese (J. Lang 2013)


7. Revue d’intelligence artificielle (J. Lang 2012)

8. ICT-based Strategies for Environmental Conflicts (S. Moretti 2014)


### 2.2 Evaluation

Members of the LAMSADE are involved in many evaluation processes, and in various contexts: institutions, teams and labs (HCERES) and projects (ANR, Swiss National Science Foundation, Netherlands Organisation for Scientific Research). Besides the editorial activity presented in the previous section, every year, every permanent member of the LAMSADE invests time in voluntary peer reviews of research articles submitted to international and national journals and conference of his/her field.

### 2.3 Scientific expertise

Meltem Öztürk and Brice Mayag have been working in collaboration with the SNCF. Brice Mayag also worked as an expert for the “Haute Autorité de Santé” from 09/15/2013 to 06/30/2014. Yves Meinard has collaborated with the departments “Charente-Maritime” and “Ille-et-Vilaine”, GERECO SARL. Daniel Vanderpooten has been working with the DCNS (2012, 2014-2017). Dario Colazzo, Jamal Atif and Florian Yger had a contract with Adway. Hassene Aissi has worked with OMNICOM.
2.4 Organization of scientific events

The following scientific events were organized by members of the LAMSADE. The highlighted events are international conferences: ISCO, ICSOC, and SING.

- International conferences:
  1. SING13 Paris by Stefano Moretti (chair)
  2. CIAC 2015 and 2017 (Vangelis Paschos)
  3. APEX 2012 and 2013 (Vangelis Paschos)
  4. JGA 2016 (C. Bazgan and F. Sikora)
  5. 3 editions of KMIKS (Knowledge, Management, Information and Knowledge System) April 2013, 2015, and 2017 (C. Rosenthal-Sabroux)
  7. ECCO XXVI 2013 (B. Ries, D. Cornaz)
  8. ICSOC 2014 (D. Grigori & M. Manouvrier)
  9. International Conference on Game Theory, State University of New York at Stony Brook, July 15-19 2012 (R. Laraki)
  10. Mathematical Aspects of Game Theory and Applications, June 30 to July 4 2014, Roscoff, France (R. Laraki)

- National events:
  1. EDA 2014 (Vichy) by Elsa Negre
  2. JGA 2016 (C. Bazgan and F. Sikora)

- Workshops
  1. Workshop on games, algorithms and optimization in june 2013 (L. Gourvès)
  2. Workshop “Théorie algorithmique de la décision et des jeux” in september 2015 and november 2016 (S. Moretti)
  4. 2 colloquia at DIMACS in september 2013 and april 2014 (A. Tsoukiàs)
  5. Peace studies workshops in 2013 and 2015 (Öztürk & Tsoukiàs)
  6. Judgment Aggregation for Artificial Intelligence at Schloss Dagstuhl, May 2014 (G. Pigozzi)
7. Fair Division at Schloss Dagstuhl in June 2016 (J. Lang)
10. Celebration in honor of Michel Balinski’s 78 years, State University of New York at Stony Brook, July 17-18 2012 (R. Laraki)

- Doctoral schools
  1. Spring school on Algorithmic Game Theory in june 2013 (L. Gourvès)

- Seminars
  1. Journées franciliennes de la recherche opérationnelle (F. Sikora & L. Galand)

### 2.5 Post-docs & hosted researchers

The LAMSADE has hosted (or is currently hosting) the following list of post-doc researchers:

1. Diodato Ferraioli (ANR COCA),
2. Irene Pluchinotta (INDOPP, PSL),
3. Giovanna Fancello (MAPP, PSL),
4. Abhinav Srivastav (MULTIFAC, PSL),
5. Arman Boyaci (PHC),
6. Diana Sasaki (Brazilian Grant),
7. George Stamoulis (Swiss Grant),
8. Fabien Teytaud (ANR EXPLO-RA),
9. Kerstin Dächert (PHC),
10. Giovanni Sileno (ANR LOGIMA),
11. Giulia Lucertini (Ineris),
12. De Almada Sanchez Ricardo (ANR LOGIMA),
13. François Durand (ANR COCORICO).

On the basis of propositions by the members of the LAMSADE, 3 renown researchers became Doctor Honoris Causa of the université Paris-Dauphine: Fred Roberts (Rutgers), Claudia Bauzer Meideros (IC UNICAMP), and Christos Papadimitriou (UC Berkeley).

Between 2012 and 2017, the LAMSADE has received 84 invited professors for 97 months. These collaborations yielded the following selection of publications:


30. G. Greco and J. Lang. Group decision making via weighted propositional
logic: Complexity and islands of tractability. In Proceedings of the Twenty-
Fourth International Joint Conference on Artificial Intelligence, IJCAI 2015,

polynomial time algorithm for multicriteria global minimum cuts. In J. Lee
and J. Vygen, editors, Integer Programming and Combinatorial Optimiza-
tion 17th International Conference, IPCO 2014, Bonn, Germany, June 23-25,

32. T. Pepels, T. Cazenave, and M. H. M. Winands. Sequential halving for par-
tially observable games. In Computer Games - Fourth Workshop on Com-
puter Games, CGW 2015, and the Fourth Workshop on General Intelligence
in Game-Playing Agents, GIGA 2015, Held in Conjunction with the 24th In-
ternational Conference on Artificial Intelligence, IJCAI 2015, Buenos Aires,
doi:10.1007/978-3-319-39402-2_2

619, 2017. ISSN 0925-5001. doi:10.1007/s10898-016-0426-4

34. E. J. Kim, M. Milanic, and O. Schaudt. Recognizing k-equistable graphs in
FPT time. In Graph-Theoretic Concepts in Computer Science - 41st Interna-
tional Workshop, WG 2015, Garching, Germany, June 17-19, 2015, Revised
Papers, pages 487–498, 2015a. doi:10.1007/978-3-662-53174-7_34

35. C. Bazgan, L. Brankovic, K. Casel, H. Fernau, K. Jansen, K. Klein, M. Lampis,
M. Liedloff, J. Monnot, and V. T. Paschos. Upper domination: Complex-
ity and approximation. In Combinatorial Algorithms - 27th International
Workshop, IWOCA 2016, Helsinki, Finland, August 17-19, 2016, Proceed-
ings, pages 241–252, 2016c. doi:10.1007/978-3-319-44543-4_19

36. F. Furini, I. Ljubic, and M. Sinnl. ILP and CP formulations for the lazy bu-
reaucrat problem. In Integration of AI and OR Techniques in Constraint Pro-
gramming - 12th International Conference, CPAIOR 2015, Barcelona, Spain,
978-3-319-18008-3_18


2.6 Interactions with socio-economic players

Dario Colazzo, Jamal Atif and Florian Yger had a contract with Adway. Hassene Aissi has worked with OMNICOM.

The following table provides the PhD thesis whose candidate is/was supported with a CIFRE grant.

<table>
<thead>
<tr>
<th>Supervisor(s) at LAMSADE</th>
<th>PhD Student</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>W. Litwin</td>
<td>R. Haddad</td>
<td>Syrokko</td>
</tr>
<tr>
<td>V. Giard</td>
<td>M. Sali</td>
<td>Reginov</td>
</tr>
<tr>
<td>M. Öztürk</td>
<td>L. Mammeri</td>
<td>SNCF</td>
</tr>
<tr>
<td>R. Mahjoub</td>
<td>A. Benhamiche</td>
<td>Orange</td>
</tr>
<tr>
<td>T. Cazenave</td>
<td>A. Menif</td>
<td>Sagem/Fondation St Cyr</td>
</tr>
<tr>
<td>D. Vanderpooten</td>
<td>S. Kaddani</td>
<td>DCNS</td>
</tr>
<tr>
<td>V. Giard</td>
<td>C. Chatras</td>
<td>Reginov</td>
</tr>
<tr>
<td>C. Rosenthal-Sabroux</td>
<td>L. Atif</td>
<td>Talent Soft</td>
</tr>
<tr>
<td>D. Colazzo</td>
<td>P-H. Perrin</td>
<td>Treize 37</td>
</tr>
<tr>
<td>V. Gabrel &amp; F. Furini</td>
<td>X. Chen</td>
<td>Decision Brain</td>
</tr>
<tr>
<td>A. Tsoukiàs</td>
<td>R. Touret</td>
<td>Meta Conseil</td>
</tr>
<tr>
<td>R. Mahjoub</td>
<td>Y. Naghmouchi</td>
<td>Orange</td>
</tr>
<tr>
<td>C. Bazgan</td>
<td>P. Baujean</td>
<td>Orange</td>
</tr>
<tr>
<td>D. Grigori</td>
<td>Z. Aloulen</td>
<td>Agilab</td>
</tr>
<tr>
<td>F. Furini &amp; I. Ljubic</td>
<td>A. Mouaci</td>
<td>Orange</td>
</tr>
<tr>
<td>A. Tsoukiàs &amp; B. Mayag &amp; Y. Meinard</td>
<td>A. Richard</td>
<td>Hôpitaux de Lyon</td>
</tr>
<tr>
<td>D. Colazzo &amp; E. Negre</td>
<td>Z. Vahidi Ferdoussi</td>
<td>Coheris</td>
</tr>
</tbody>
</table>

2.7 Contracts funded by public institutions or charitable institutions

The LAMSADE is involved, mainly as coordinator, of the following projects:

1. European and international contracts:
b) European Project Pierre et Marie Curie GEO-Safe (V. Paschos) 2016-2020  

c) NSF project with the DIMACS (MPE13+, A. Tsoukiàs)  

d) Wolfgang Pauli Institute Thematic Program (Austria) 2017 (Eunjung Kim)  

e) Participation to a project STIC Amsud (O. Cailloux) oct. 2016 - sept. 2018  

f) G. Pigozzi is partner in a project of DFG SEGA (sept. 2016-2019)  

g) Coordination of a France-Chile project 2015-2018 (R. Laraki)  

h) 2010-2013 Participation to a bi-national project CAPES-COFECUB AMIB (M. Rukoz)  

i) 2012, Responsible in France with Yudith Cardinale (Venezuela) of a bi-national project (France-Venezuela) CNRS-FONACIT (M. Rukoz)  

2. ANR  

a) ANR COCORICO 2014-2018  
b) ANR GUEPARD 2009-2013  
c) ANR AMANDE 2013-2017  
d) ANR CAIR 2015-2017  

e) ANR TODO 2009-2013  

f) ANR COCA 2009-2013  
g) ANR LOGIMA 2012-2017  

h) ANR NETLEARN 2013-2017  
i) ANR EXPLO-RA 2008-2012  

3. Programme d’investissements d’avenir (PIA)  

a) Remzi Sanver is the coordinator of a PSL project called MIFID (2017-2019)  

b) Vangelis Paschos is the coordinator of a PSL project called Multifac (2017-2018)  

c) Alexis Tsoukiàs has participated, or participates, to several projects called CIPP (jan. 2013-jan. 2014), DIPP (PEPS CNRS/PSL), INDOPP (may 2015-oct. 2018) and MAPP (oct. 2015 - jan. 2018)
4. PEPS
   a) PEPS JCJC 2016: EQUiPER
   b) PEPS JCJC 2016: APPEAR
   c) PEPS JCJC 2017: ADDICTED

5. PGMO
   a) Jérôme Monnot has a PGMO Project (2016-2017).
   c) Fabio Furini has a PGMO Project (2014-2018).

6. Hubert Curien Partnerships (PHC)
   a) PHC Procope 2016-17 Wuppertal (C. Bazgan & D. Vanderpooten)
   b) PHC Cedre 2014-15 with the Lebanese American University (C. Baz-
      gan)
   c) PHC 2015 Proteus (E-J Kim)
   f) PHC BOSPHORE (Turkey - France) (2012-2013) (J. Monnot & B. Ries)
   g) PHC with the university of LUISS, Italy 2016 (M. Nunez)

2.8 Indices of recognition and distinctions

2.8.1 Prizes and distinctions

1. In 2017, Jérôme Lang and Eun-Jung Kim received from the CNRS a silver
   medal and a bronze medal, respectively.

2. Bernard Roy received the EURO distinguished service medal in July 2015.

3. Cristina Bazgan has been a junior member of Institut Universitaire de France
   2011-2016, and Vangelis Paschos has been a senior member of Institut Uni-
   versitaire de France from 2010 to 2015.

4. Stéphane Airiau had a best paper award at AAMAS 2016 for his article entitled
   Rationalisation of Profiles of Abstract Argumentation Frameworks, joint work
   with Elise Bonzon, Ulle Endriss, Nicolas Maudet, and Julien Rossit.
2.8.2 Responsibilities in learned societies

Meltem Öztürk is part of the ROADEF council. Lucie Galand belongs to the committees (direction and scientific) of the GdR RO. Since 2016, Rida Laraki is responsible of the SMAI Mode.

2.8.3 Invitations to conferences abroad & international research visits

Invited talks

1. Elsa Negre has been invited tutorial speaker at 2 international conferences: HICSS 2014 and KMIKS 2015

2. Alexis Tsoukiäs made invited tutorials at RECSYS 2013 (Hong Kong), EEEE 2013 (Greece), EURO WG DSS 2013 (Greece), ICCSA 2014 (Portugal), AIRO 2014 (Italy), BCSI 2015 (Singapour)


4. Benjamin Negrevergne was invited to give a talk at the ”Spring meeting on Mining and Learning (SMiLee 2017)” 29-31 May 2017 in Oostende, Belgium

5. Daniela Grigori participated to the panels ”Research opportunities in Service Oriented Computing” and ”Internet of Things Services” at ICSOC 2015

6. Michail Lampis was invited to give a talk at ACAC 2016 (Greece) and at a workshop organized by the Simons Insitute at Berkeley in november 2015

7. Fabio Furini has been invited at the university of Vienna for giving seminars for the doctoral school

8. Laurent Gourvès has been invited at the Politecnico di Milano in march 2014 for giving lectures, and invited speaker at the Summer School on Game Theory and Algorithms, Campione d’Italia, 7-11 September 2015


10. Tristan Cazenave was invited at Cape Town for a conference IEEE SSCI (2015)
11. Jérôme Lang gave the following invited talks:
   b) Logic for Social Behaviour 3 (Zürich, February 2016)
   c) 8th International Conference on Agents and Artificial Intelligence (ICAART 2016, Rome, February 2016)
   d) 15th International Conference on Principles of Knowledge Representation and Reasoning (KR 2016, Cape Town, April 2016)
   e) Fourth International Workshop on Market Design Technologies for Sustainable Development (Yokohama, August 2016)
   f) Workshop DA2PL’2016, From Multiple Criteria Decision Aid to Preference Learning (Paderborn, November 2016)
   g) Eighth Workshop on ”Hybrid Reasoning for Intelligent Systems” (Dresden, November 2016).

12. Remzi Sanver was invited speaker at the annual congress of the Balkanian society of neurosurgery

13. Gabriella Pigozzi has been invited to give the following talks:
   a) ”Changing norms” at the workshop Logic In Bochum III, Ruhr University Bochum, Germany, May 2017.
   b) Tutorial “The logic of group decision : An introduction to judgment aggregation” at the Conference PhDs in Logic IX, Ruhr University Bochum, Germany, May 2017.
   c) “Changing norms” at the 13th International Conference on Deontic Logic and Normative Systems (DEON), Bayreuth, Germany, July 2016.
   d) “Compatible Group Decisions” at the International Symposium on Aggregation and Structures (ISAS), Luxembourg, July 2016.
   e) “A framework for revising and contracting rules” at the von Wright Centenary Symposium, Helsinki, May 2016.
g) “A tutorial on Judgment Aggregation” (with D. Grossi), Logics for Social Behaviour workshop, Lorentz Center, November 2014.


k) “Compatible group decisions”, Seventh International Summer School on Aggregation Operators (AGOP 2013), Pamplona, Spain, 16-20 July 2013.


m) “Compatible group decisions”, 2012 European Mathematical Psychology Group Meeting (EMPG 2012), University of Navarra, Pamplona, Spain, 29-31 August 2012.

n) “Legitimate judgment aggregation” (joint work with M. Caminada and U. Grandi), Workshop Judgment Aggregation: Computational Perspectives, University of Luxembourg, Luxembourg, 1 February 2012.

14. Rida Laraki has been invited to give the following lectures and talks:

a) 2017 School on Equilibria in Games: Existence, Selection and Dynamics Course on Discontinuous Games, Santiago, Chile

b) 2015 METIS’2016: the 8th International Spring School on Distributed Systems, Course on Majority Judgment, Marrakech, Morocco


d) 2015 Summer School in Discrete Mathematics Course on Majority Judgment, Valparaiso, Chile

e) 2013 The 8th Summer School in Signal and Image Processing Course on Mathematical Foundations of Game Theory Peyresq, France

f) 2012 School and Workshop on Game Theory and Applications Course on Majority Judgment, Valparaiso, Chile
15. Marta Rukoz has been invited to give 12 hours of lectures on Big data and no-Sql data bases at the Central University of Venezuela (2015)

16. Stefano Moretti has been invited for the following presentations:


   c) On some applications of Coalitional games, Plan Apoyo Doctorado, Invited speaker, PhD course at the Instituto de Matematicas Universidad de Sevilla Antonio de C. Brzezicki, Spain, 23-24 November 2015.

   d) An introduction to cooperative games and to connection situations; Introduction to strategic games, Invited speaker, Summer School on Game Theory and Algorithms, Campione d’Italia, Italy, 7-11 September 2015.

   e) Ranking players in an ordinal coalitional framework, Invited speaker, French Symposium on Games, Université Paris Diderot, 26 - 30 May 2015.

   f) Coalitional games for energy saving in telecommunication networks, Invited speaker, Summer School on Game Theory and Health Management, Campione d’Italia, Italy, 7-12 September 2014.

   g) On some applications of Coalitional games, Game theoretical models for engineering, Invited speaker, PhD course at Politecnico di Milano, 24-26 Mars 2014.

   h) Coalitional games applied to large biological data sets, Invited speaker, Workshop on Modeling and Analysis of Biological Networks, an associate workshop of the International Environmental Omics Synthesis Conference (iEOS 2013), Cardiff, UK, 11 September 2013.

   i) Coalitional games on networks and Coalitional games applied to computational biology, Invited speaker during the Summer School on Game Theory and Health Management, Campione d’Italia, Italy, 1-6 September 2013.

k) Ranking sets of objects using the Shapley value and other regular semi-values, Invited speaker, DIMACS Workshop on Algorithmic Aspects of Information Fusion (WAIF), DIMACS Center, Rutgers University, USA, 8-9 November 2012.

17. Jamal Atif gave a tutorial at IJCAI 2016 and another tutorial at ICPRAM 2017

18. Julien Lesca has been invited to present his work at the COST Action meeting in Glasgow (2015)

Visits

1. Hassene Aissi has been invited in April 2014 by Tom McCormick and Maurice Queyranne at the University of British Columbia (Canada).

2. Ridha Mahjoub has been invited at the following places
   a) Sultan Qaboos University, Muscat, (Oman), February-April, 2017
   b) Bilkent University, Ankara, Turkey (April-September 2016).
   c) Universite des Sciences, de Technologie et de Medecine, Nouakchott, Mauritania (January 2016).
   d) Universite Farhat Abbas, Setif, Algeria (October 2015).
   e) Sultan Qaboos University, Muscat, (Oman), February-May, 2015.
   f) Universidade Federal of Fluminense, Niteroi, Rio de Janeiro (Brasil), April 2014.
   g) Sauder School of Business, Universiy of British Columbia, Vancouver (Canada), April-may 2013.

3. Laurent Gourvès has been invited at the NTUA in june 2015

4. Remzi Sanver has made several stays abroad

5. Tristan Cazenave has been invited in Taiwan by several universities, and the University of Essex.

6. Jérôme Lang made the following research visits: University of Auckland, February 2012; Nanyang Technological University, January 2013, and several stays at Düsseldorf

7. Matias Nunez made the following research visits: Rochester, US February 2017 and UQAM, Montreal April 2016
8. Rida Laraki was invited professor (1 month) at Yale in 2016. He is also regularly invited at the university of Liverpool since 2016 (management school).

9. Marta Rukoz made in 2015 a 15 day visit at the Central University of Venezuela, and in 2012 and 2013 (for 1 month) at the University Simon Bolivar’ (Venezuela).

10. Witold Litwin has made annual visits (1-2 months) at the George Mason University (GMU) 

11. Julien Lesca has been invited in Budapest by Peter Biro in 2016 (2 weeks)
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