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Abstract

Given an undirected graph G = (V,E) and two positive integers k and d, we are interested in
finding a set of edges (resp. non-edges) of size at most k to delete (resp. to add) in such a way
that the chromatic number (resp. stability number) in the resulting graph will decrease by at
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1 Introduction

A general framework of the problems that we consider in this paper can be described as follows. Con-
sider, in an undirected graph G = (V,E), a family of combinatorial structures U , each one having
a value v(U). Such a U will be called optimal if it optimizes v(U). Our goal is to determine which
edges (or non-edges) of G are such that if we delete them (resp. add them), the value of an optimal
combinatorial structure in the new graph has decreased by a given amount compared to the original
graph G. These edges (resp. non-edges) can be considered as the most important elements in the
graph G = (V,E). Such questions may occur in problems related to safety and reliability. Notice that
instead of deleting edges, we may delete vertices (also called nodes).

The problem that consists in determining a set of edges/nodes of minimum cardinality whose removal
decreases the value of an optimal structure in the new graph by a given amount d is referred to as the
min edge/node d-blocker problem. A complementary problem consisting in finding a set of edges/nodes
of size k whose removal from the graph causes the largest value decrease is referred to in the literature as
the k most vital edges/nodes problem. In [17] we can find some applications of these types of problems.

The min edge/node d-blocker and k most vital edges/nodes versions have been studied for several
problems, including shortest path, minimum spanning tree, maximum flow, maximum matching, in-
dependent set, vertex cover, p-median and p-center, domination set (in this context the minimum
cardinality of a 1-blocker is also called the bondage number [11]). The k most vital edges problem
with respect to shortest path was proved to be NP-hard [2] and the min edge/node d-blocker with
respect to shortest path (resp. k most vital edges/nodes with respect to shortest path) were proved
to be not 1.36-approximable (resp. not 2-approximable) if P 6= NP [14]. For minimum spanning
tree, the k most vital edges problem is NP-hard [12] and O(log k)-approximable [12]. Moreover, min
node d-blocker and k most vital nodes with respect to minimum spanning tree were proved to be not
approximable under several assumptions [6]. In [20] it is proved that k most vital edges with respect
to maximum flow is NP-hard. For maximum matching, k most vital nodes was shown polynomial-
time solvable for unweighted bipartite graphs and NP-hard for bipartite graphs when edge weights
are bounded by a constant [21]. Moreover, min edge d-blocker with respect to maximum matching
is NP-hard even for unweighted bipartite graphs [22], but polynomial for grids and trees [16]. The
k most vital nodes and min node d-blocker versions with respect to independent set for bipartite
graphs remain polynomial on unweighted graphs [4, 10] and become NP-hard for weighted graphs [4].
For bounded treewidth graphs and cographs these versions remain polynomial [4]. Concerning the
approximation on bipartite weighted graphs, k most vital nodes with respect to independent set and
vertex cover have no PTAS [3]. Min edge/node d-blocker and k most vital edges/nodes with respect
to p-median and p-center were proved to be not constant approximable, if P 6= NP [5].

In this paper, all graphs are undirected and simple. Let G = (V,E) be a graph. For a vertex u ∈ V ,
we let NG(u) denote the set of its neighbours in G and we write dG(u) = |NG(u)|. If it is clear from
the context what G is, we will omit the subscript and simply write N(u), d(u). The minimum and the
maximum degree of G are denoted by δ(G) and ∆(G), respectively. For any set V ′ ⊆ V , we denote
by G[V ′] the subgraph induced by V ′. The length of a shortest cycle in G is called the girth of G
and is denoted by g(G). As usual, Cn and Pn denote the induced cycle on n vertices and the induced
path on n vertices, respectively. Kn denotes the complete graph of order n. We denote by G−E′, for
some subset E′ ⊆ E, the graph obtained from G by deleting the edges of E′. The complement of a
graph G = (V,E) is denoted by G = (V,E). Let E′ be a set of non-edges of a graph G = (V,E) (i.e.,
E
′ is a set of edges in G). Then we denote by G+E

′ the graph obtained from G by transforming the
non-edges of E′ into edges. If G1 and G2 are two graphs we denote by G1 ∪ G2 their disjoint union.
In the remainder of the paper, whenever a graph G is given, V (G) and E(G) respectively denote its
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vertex and edge sets.

A matching M of G is a set of pairwise non-adjacent edges. The largest cardinality of a matching in
G is called the matching number of G and denoted by µ(G). If for a vertex u, there exists an edge
uv ∈M , u is said to be saturated by M . A matching in G is called perfect if all vertices are saturated.
A path P = (e1, e2, . . . , ep) (resp. even cycle C) is called alternating with respect to a matching M , if
ei ∈M, ei+1 6∈M for i = 1, . . . , p− 1 or ei 6∈M, ei+1 ∈M for i = 1, . . . , p− 1.

A k-coloring is a mapping c : V → {1, . . . , k} such that c(u) 6= c(v) for every edge uv in E. If such
a mapping exists, G is said to be k-colorable. The chromatic number χ(G) of G is the smallest integer
k such that G is k-colorable. A set E′ ⊆ E such that χ(G − E′) ≤ χ(G) − d, where d is an integer,
is called a chromatic d-blocker. A minimum chromatic d-blocker is a chromatic d-blocker of minimum
size. The chromatic d-blocker number cbd(G) of a graphG is the size of a minimum chromatic d-blocker.

From the definition of a minimum chromatic d-blocker the following remark trivially holds.

Remark 1.1 Let G = (V,E) be a graph and B ⊆ E a minimum chromatic d-blocker: then we have
χ(G−B) = χ(G)− d.

A stable set S of G is a set of pairwise non-adjacent vertices. The largest cardinality of a stable set
in G is called the stability number of G and denoted by α(G). A set E′ of non-edges of G such that
α(G + E

′) ≤ α(G) − d, where d is an integer, is called a stability d-blocker. A minimum stability
d-blocker is a stability d-blocker of minimum size. The stability d-blocker number sbd(G) of a graph
G is the size of a minimum stability d-blocker.

We are interested in the following two decision problems and their optimization versions.

Chromatic d-blocker
Input: A graph G = (V,E), a positive integer d, and an integer 0 ≤ k ≤ |E|.
Question: Does there exist a set B ⊆ E such that |B| ≤ k and χ(G−B) ≤ χ(G)− d?

Stability d-blocker
Input: A graph G = (V,E), a positive integer d, and an integer 0 ≤ k ≤ |E|.
Question: Does there exist a set of non-edges B ⊆ E such that |B| ≤ k and α(G+B) ≤ α(G)− d?

We will use Chromatic d-blocker and Stability d-blocker indifferently for the decision and
the optimization problems. Notice that both problems may not be in NP: indeed, determining the
chromatic number and the stability number of a graph are NP-hard problems, and hence there is no
easy way to prove their membership of the class NP.
We may assume for Chromatic d-blocker that χ(G) ≥ 3. Indeed, if χ(G) ≤ 2 then G is bipartite
and hence we need to delete all edges of G in order to decrease the chromatic number. For similar
reasons, we may assume for Stability d-blocker that α(G) ≥ 3.
In what follows, we will analyze the complexity of these two problems in various well-known graph
classes. Notice that whenever G belongs to some graph class G, we do not impose that the resulting
graph G−B, respectively G+B, belongs to G as well. Indeed, for the graph classes that we consider
here, these problems become easy to solve if we do impose this constraint as can easily be verified.
The rest of the paper is organized as follows. In Section 2 some complexity results are established on
complete graphs and their complements, and on general graphs. In Section 3 we consider split graphs
and a particular subclass, the threshold graphs. After considering the complements of bipartite graphs
in Section 4, we study the bipartite graphs in Section 5. A table with the results obtained in the paper
as well as some open problems are provided in Section 6.
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2 Preliminary results

We recall that the Turán graph Tn,r is the complete r-partite graph on n vertices whose partition
sets differ in size by at most 1 (i.e., all partition sets have size bnr c or dnr e). Turán proved that Tn,r

has the maximum number of edges among all graphs of order n with no complete graph Kr+1 as a
subgraph [18]. In other words, since Tn,r is r-colorable, every graph H with |V (H)| = |V (Tn,r)| = n

and |E(H)| > |E(Tn,r)| = b (r−1)n2

2r c has χ(H) > χ(Tn,r) = r (see [19]). Moreover it is well known that
Tn,r is a perfect graph. Thus we immediately obtain the following.

Corollary 2.1 Chromatic d-blocker is polynomial-time solvable for complete graphs Kn. A min-
imum chromatic d-blocker consists of E(Tn,n−d) and cbd(Kn) =

(
n
2

)
−
⌊

(n−d−1)n2

2(n−d)

⌋
.

Corollary 2.2 Stability d-blocker is polynomial-time solvable for the complements of complete
graphs. A minimum stability d-blocker in the complement of a complete graph Kn consists of E(Tn,n−d),

and sbd(Kn) =
(
n
2

)
−
⌊

(n−d−1)n2

2(n−d)

⌋
.

Now let us establish our first two results concerning the complexity of our two problems in general
graphs when d is fixed.

Theorem 2.3 For every fixed d ≥ 1, Chromatic d-blocker is NP-hard.

Proof: We use a reduction from the NP-hard problem Bipartite subgraph which is defined as
follows (see [13]): given a graph G = (V,E) with ∆(G) ≤ 3 and an integer t ≤ |E|, decide whether
there exists a subset E′ ⊆ E with |E′| ≤ t and such that G− E′ is bipartite. It follows from Brook’s
theorem (see [8]) that we may assume that χ(G) ≤ 3. Furthermore, since deciding if G has χ(G) = 2
can be done in polynomial time and in this case Bipartite subgraph is trivial, we may actually
assume that χ(G) = 3.

Consider an instance I of Bipartite subgraph, i.e., a graph G with ∆(G) ≤ 3 and an integer t ≤ |E|.
Let G̃ = G ∪ Kd+2 and k = t + cbd(Kd+2) = t +

(
d+2
2

)
−
⌊

(d+2)2

4

⌋
. This gives us an instance I ′ of

Chromatic d-blocker and the reduction can be done in polynomial time. Clearly χ(G̃) = d + 2
(recall that χ(G) = 3).

Now if I is a yes-instance, let E′ ⊆ E, |E′| ≤ t such that G − E′ is a bipartite graph. It fol-
lows from Corollary 2.1 that if we delete from Kd+2 the edges of T d+2,2 we obtain a graph H
with χ(H) ≤ d + 2 − d = 2. Thus by taking B = E′ ∪ E(T d+2,2), it follows that |B| ≤ k and
χ(G̃−B) ≤ χ(G̃)− d. Hence I ′ is a yes-instance.

Conversely, suppose that I ′ is a yes-instance and let B ⊆ E(G̃) with |B| ≤ k such that χ(G̃ − B) ≤
χ(G̃)− d = 2. From Corollary 2.1 it follows that we need to delete cbd(Kd+2) edges from Kd+2. Since
χ(G̃)− d = 2, it follows that G− (B ∩E) is bipartite and |B ∩E| ≤ t. Hence by taking E′ = B ∩E,
we deduce that I is a yes-instance. �

Theorem 2.4 For every fixed d ≥ 1, Stability d-blocker is NP-hard.

Proof: We use a reduction from the maximum stable set problem which is NP-hard. In this problem,
we are given a graph G = (V,E), and we want to determine the size α(G) of a maximum stable set in
G. Given an integer d ≥ 1, we construct |V | instances of Stability d-blocker as follows: Hi, the
graph of the ith of these instances, consists of a copy Gi of the graph G and of a stable set Si with
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d + i vertices; moreover, we add an edge between every vertex of Si and every vertex of Gi. Notice
that, because of all the edges we added, for any set of non-edges B, a maximum stable set in Hi +B is
either entirely contained in Si +B∩E(Si) or entirely contained in Gi +B∩E(Gi). Finally, for each i,
we ask whether there exists a stability d-blocker of size at most |E(T d+i,i)| in Hi. Now, assume that
there exists a polynomial-time algorithm A for solving Stability d-blocker. We run Algorithm
A on all the instances Hi, for i from |V | to 1 (in this order). We claim that the first instance Hj

for which the answer of A is no is such that j = α(G) − 1, and so Algorithm A would enable us to
compute α(G) in polynomial time, which is impossible unless P = NP.
Indeed, if i ≥ α(G), then α(Hi) = i + d ≥ α(G) + d, and thus α(Hi) − d ≥ α(G). Hence, when
computing a stability d-blocker for Hi, there is no need to decrease the stability number of Gi, and
only the one of Si must decrease by d units. So, from Corollary 2.2, Algorithm A must answer yes.
Now, if i = α(G)−1, then α(Hi) = α(G)+d−1 ≥ α(G), and thus α(Hi)−d = α(G)−1. Hence, when
computing a stability d-blocker for Hi, we must both decrease the stability number of Si by d units
(which, from Corollary 2.2, cannot be done by adding less than |E(T d+i,i)| edges) and the stability
number of Gi by one unit (which requires to add at least one edge). Therefore, any such stability
blocker for Hi will use at least |E(T d+i,i)|+ 1 edges, and Algorithm A must answer no. �

3 Split graphs

A split graph G = (V,E) is a graph whose vertex set V can be partitioned into two subsets: one
inducing a stable set S and the other one inducing a clique K. We will give the following two results
for the case when d is fixed.

Theorem 3.1 For every fixed d ≥ 1, Chromatic d-blocker is polynomial-time solvable in split
graphs.

Proof: Let G = (V,E) be a split graph with stable set S and clique K and let d ≥ 1 be a fixed
integer. We assume without loss of generality that χ(G) = |V (K)| (i.e., V (K) is maximal). Notice
that we can suppose that |V (K)| ≥ d+2, the case where |V (K)| = d+1 being trivial (E is the unique
chromatic d-blocker), and for |V (K)| ≤ d there exists no chromatic d-blocker. We will distinguish two
cases:

(i) |V (K)| ≥ 2(d+ 1)

This implies that there exists a matching M of size d + 1 in K. By deleting the edges of
M we obtain a graph G′ which is (χ(G) − d)-colorable. Indeed, for every edge uivi ∈ M ,
i = 1, . . . , d + 1, we color ui and vi with a same color ci; then we color the remaining vertices
of K with |V (K)| − 2d − 2 new colors and finally we use another new color for all the vertices
in S. This clearly gives us a (|V (K)| − d)-coloring of G′. Thus M is a chromatic d-blocker of
G. Furthermore, for every subset B ⊆ E with |B| < d + 1, we check whether B is a chromatic
d-blocker of G. Since d is fixed, we have a polynomial number of sets B to consider. If no
chromatic d-blocker B of G exists with |B| < d+ 1, then M is an optimal solution. Otherwise,
we take a smallest chromatic d-blocker B of G with |B| < d+ 1.

(ii) |V (K)| < 2(d+ 1)

Since |V (K)| ≥ d+ 2 the edge set E(K) is a chromatic d-blocker of G of size at most d(2d+ 1).
Similar to the previous case, we check for every subset B ⊆ E with |B| < d(2d+ 1) whether B is
a chromatic d-blocker of G. If no such set B exists, then E(K) is an optimal solution. Otherwise
we take a smallest chromatic d-blocker B of G with |B| < d(2d+ 1).
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Theorem 3.2 For every fixed d ≥ 1, Stability d-blocker is polynomial-time solvable in split
graphs.

Proof: Let G be a split graph with clique K and stable set S. We assume without loss of generality
that |V (S)| = α(G) (i.e., V (S) is maximal). If α(G) ≤ d, then clearly there exists no solution. If
α(G) = d + 1, then the only optimal solution consists in transforming G into a clique. So we may
assume now that α(G) ≥ d+2. In that case we choose d+2 vertices in V (S) and add all edges between
them, i.e., we transform (d+2)(d+1)

2 non-edges into edges. This clearly gives us a graph with stability
number at most α(G)−d, and thus the non-edges form a stability d-blocker. Hence an optimal solution
consists of at most (d+2)(d+1)

2 non-edges and since d is fixed, we can find such a solution in polynomial
time. �

This settles the case where d is fixed in split graphs. This leaves as open the complexity of both
problems in split graphs, when d is given as part of the input.
Now we will be interested in a subclass of split graphs, namely threshold graphs. A threshold graph
G = (V,E) is a split graph with the following property: the vertices of S can be ordered v1, . . . , vp

such that NG(v1) ⊆ NG(v2) ⊆ . . . ⊆ NG(vp). We denote by u1, ..., uq the vertices of K, and we suppose
that dG(u1) ≤ dG(u2) ≤ . . . ≤ dG(uq).
We will show that Chromatic d-blocker is polynomial-time solvable for threshold graphs. We
begin with the following lemma.

Lemma 3.3 Let G = (V,E) be a threshold graph and let B′ ⊆ E be a chromatic d-blocker such
that χ(K − (B′ ∩ E(K))) = q − d. Let C ′1, . . . , C

′
q−d be the color classes of an optimal coloring of

K − (B′ ∩ E(K)) with |C ′1| ≤ |C ′2| ≤ . . . ≤ |C ′q−d|. Then there exists a chromatic d-blocker B ⊆ E
such that

(1) |B| ≤ |B′|;

(2) the color classes C1, . . . , Cq−d of an optimal coloring of K − (B ∩ E(K)) satisfy |Ci| = |C ′i|, for
i = 1, . . . , q − d;

(3) C1 = {u1, . . . , u|C′1|};

(4) B contains all edges between V (S) and C1.

Proof: First notice that B′ contains all edges between vertices of a same set C ′i, for i = 1, . . . , q − d.
In addition, since G − B′ is (q − d)-colorable, for every vertex vj ∈ V (S), there exists one set C ′i
such that B′ contains all edges of E between C ′i and vj , for i ∈ {1, . . . , q − d} and j = 1, . . . , p. Now
we construct the chromatic d-blocker B as follows. We partition the vertices of K into q − d sets
K1, . . . ,Kq−d such that K1 = {u1, . . . , u|C′1|} and |Ki| = |C ′i| for i = 2, . . . , q − d (the vertices in Ki,
i 6= 1, can be chosen arbitrarily). Now we put into B all edges between vertices of a same set Ki, for
i = 1, . . . , q − d and all edges between V (S) and K1. Clearly K − (B ∩ E(K)) is (q − d)-colorable
(simply take the color classes Ci = Ki for i = 1, . . . , q − d). Furthermore, since there are no more
edges between V (S) and C1, all vertices of S may be colored with the same color as the vertices in C1.
Thus B is a chromatic d-blocker of G satisfying (2), (3) and (4). It remains to show that |B| ≤ |B′|.
Notice that, since, for each i, |Ci| = |C ′i|, we have |B′ ∩ E(K)| ≤ |B ∩ E(K)|. As already mentioned
before, for every vertex vj ∈ V (S), there exists one set C ′i such that B′ contains all edges of E between
C ′i and vj , for i ∈ {1, . . . , q − d} and j = 1, . . . , p. Also notice that since G is a threshold graph,
if a vertex vj is adjacent to some vertex ui, i ∈ {1, . . . , q}, then vj is adjacent to all vertices u` for
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` = i, i + 1, . . . , q. Now consider some arbitrary vertex vj ∈ V (S). Suppose that vj is adjacent to
some vertex ui in G for i ∈ {2, . . . , |C1|} and nonadjacent to ui−1. Thus B contains all edges vju`

for ` = i, i + 1, . . . , |C1|. Let C ′r be the color class such that B′ contains all edges of E between C ′r
and vj . Since G is a threshold graph, vj is adjacent to all vertices of K except u1, . . . , ui−1. Thus B′

must contain at least |C ′r| − i+ 1 edges of E between C ′r and vj . But since |C ′r| ≥ |C1| it follows that
|C ′r| − i + 1 ≥ |C1| − i + 1. Notice that when vj is adjacent to all vertices in V (K), B′ contains |C ′r|
(resp. |C1|) edges of E between vj and Cr (resp. C1). Hence, in both cases, B′ contains at least as
many edges incident to vj as B. Since this is true for all vertices of S, we deduce that |B| ≤ |B′|. �

Remark 3.1 It follows from the proof of Lemma 3.3 that if B is a minimum chromatic d-blocker for
a threshold graph G with χ(K − (B ∩ E(K))) = q − d, we may assume that B consists of all edges
between V (S) and C1, as well as of all edges between vertices of K which belong to the same color
class Cj, for j = 1, . . . , q − d. Clearly, B does not contain any other edge. Furthermore, it follows
from Corollary 2.1 that |B| = |C1|(|C1|−1)

2 + |E(T q−|C1|,q−d−1)|+ |E(C1, S)|, where E(C1, S) is the set
of edges between vertices of C1 and S.

Now we are ready to prove the following.

Theorem 3.4 Chromatic d-blocker is polynomial-time solvable in threshold graphs.

Proof: Let G = (V,E) be a threshold graph with clique K and stable set S. Without loss of
generality, we may assume that V (K) is maximal. Let B ⊆ E be a minimum chromatic d-blocker:
recall that χ(G−B) = q − d. Furthermore, we necessarily have one of the following cases:

(a) χ(K − (B ∩E(K))) = q− d− 1. Thus B ⊆ E(K) and it immediately follows from Corollary 2.1
that |B| = cbd+1(Kq) = q(q−1)

2 − |E(Tq,q−d−1)|.

(b) χ(K − (B ∩ E(K))) = q − d. It follows from Lemma 3.3 that we may assume that B contains
all edges between the vertices of C1 = {u1, . . . , ui∗}, for some i∗ ∈ {1, . . . , q}, all edges between
V (S) and C1, as well as all edges between the vertices of K belonging to a same color class Cj ,
for j = 2, . . . , q − d. Since we do not know the value of i∗, we will try all possible values of i∗,
that is 1, 2, . . . , b q

q−dc. Indeed, since C1 is a smallest color class, its size cannot exceed b q
q−dc.

Then, we keep the best solution obtained among these solutions, i.e., the one with the smallest
total number of edges removed. Let us denote this number by cb∗.

Thus, we only need to compare cb∗ and cbd+1(Kq) in order to obtain a minimum chromatic d-blocker. �

4 Complements of bipartite graphs

In this section, we will consider Chromatic d-blocker in the case of complements of bipartite
graphs. Notice that Chromatic d-blocker in a graph G = (V,E) is equivalent to asking whether
in the complement graph G there exists a set of at most k non-edges B such that transforming these
non-edges into edges decreases the clique covering number θ(G) by at least d, i.e. θ(G+B) ≤ θ(G)−d,
where the clique covering number of a graph G is the minimum number of cliques in G such that every
vertex belongs to at least one of these cliques. So we may define the following equivalent problem.

Clique covering d-blocker
Input: A graph G = (V,E), a positive integer d, and an integer 0 ≤ k ≤ |E|.
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Question: Does there exist a set of non-edges B ⊆ E such that |B| ≤ k and θ(G+B) ≤ θ(G)− d?

Notice that finding a minimum clique covering in a bipartite graph H with n vertices consists in finding
a maximum matching in H since we have θ(H) = n− µ(H). Indeed, a minimum clique covering of H
consists of the edges of a maximum matching (cliques of size 2) and the unsaturated vertices (cliques
of size 1). We will use this fact in order to prove the following result which deals with the case d = 1.

Theorem 4.1 Let G = (V,E) be the complement of a bipartite graph with |V | = n ≥ 3. Then

(a) cb1(G) = 1 if and only if

(a1) either 2µ(G) ≤ n− 2;

(a2) or 2µ(G) = n− 1 and G contains no isolated vertex;

(b) cb1(G) = 2 if and only if

(b1) either 2µ(G) = n− 1 and G contains one isolated vertex;

(b2) or 2µ(G) = n and G contains a P6 whose first, third, and fifth edges belong to a perfect
matching of G;

(b3) or 2µ(G) = n and G contains a C4 having two edges belonging to a perfect matching of G;

(c) in all remaining cases:

(c1) cb1(G) = 3 if and only if at least one connected component of G contains at least four
vertices;

(c2) cb1(G) = 4 otherwise.

Proof: Let G = (V,E) be the complement of a bipartite graph with |V | = n ≥ 3.

(a1) If 2µ(G) ≤ n− 2, then clearly for any maximum matching M of G there exist two nonadjacent
vertices x, y in G which are not saturated by M . Thus adding the edge xy increases the size of
a maximum matching in G and hence decreases θ(G) by one.

(a2) If 2µ(G) = n − 1 then clearly for any maximum matching M there exists exactly one vertex x
in G which is not saturated by M . If in addition G contains no isolated vertex, it follows that
x is adjacent to some vertex y which is saturated by M . Let z be such that yz ∈ M . Now by
adding the edge xz, we clearly decrease θ(G) by one since a minimum clique covering consists
now of M \ {yz} and the triangle induced by x, y, z.

We need to add at least two edges to a bipartite graph to form a K4 or two K3. Moreover, if the
graph has an isolated vertex v then we need to add at least two edges to form a K3 containing v. So
in all remaining cases we have to add at least two edges in order to make the clique covering number
of G decrease by at least one. We distinguish several cases:

(b1) 2µ(G) = n − 1 and G contains one isolated vertex. Let M be a maximum matching. Let x be
the isolated vertex in G. Consider an edge yz ∈M . By adding the edges xy, xz we obtain that
θ(G+ {xy, xz}) ≤ θ(G)− 1.

So we may assume now that G contains no isolated vertex. Notice furthermore that from now
on we may assume that G admits a perfect matching M .

(b2) G contains a path P = {xy, yz, zt, tu, uv} such that xy, zt, uv ∈ M . Now, by adding the edges
xz, tv the vertices of P are covered by two triangles and thus θ(G+ {xz, tv}) ≤ θ(G)− 1.

Thus we may assume now that G does not contain such a path P .
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(b3) G contains a cycle C = {xy, yz, zt, tx} such that xy, zt ∈ M . Then by adding the edges xz, yt
we obtain a clique on four vertices and thus θ(G+ {xz, yt}) ≤ θ(G)− 1.

In [1] page 58, Corollary 5.1.8 states: Let a graph G have a perfect matching M . Then any other
perfect matching can be obtained from M by a sequence of transfers along alternating cycles
relative to M . From (b1), (b2) and (b3), Ḡ admits a perfect matching M , but no alternating
cycle with respect to M . Hence, using the corollary, G admits a unique perfect matching.

Let us show now that in all remaining cases, we will need to add at least three edges in order to make
the clique covering number of G decrease by at least one.

(c) First we claim the following: If G admits a unique perfect matching M and does not contain
a P6 as described in (b2), then for every edge xy ∈ M , we have d(x) = 1 or d(y) = 1. Indeed,
suppose that d(x), d(y) ≥ 2. Let x′ and y′ be neighbors of x and y, respectively. Since M
is perfect x′, y′ are both saturated. If x′y′ ∈ M , then we obtain a C4 as described in (b3), a
contradiction (since M would not be unique). Thus there exist x′′, y′′ such that x′x′′, y′y′′ ∈M .
But now {x′′x′, x′x, xy, yy′, y′y′′} is a P6 as described in (b2), a contradiction. This proves the
claim.

Thus G contains a stable set S = {x1, . . . , xn
2
} such that d(xi) = 1, 1 ≤ i ≤ n

2 , and G has
a unique minimum clique cover {x1, y1}, . . . , {xn

2
, yn

2
} that corresponds to its unique perfect

matching M = {x1y1, . . . , xn
2
yn

2
}. So we have θ(G) = µ(G).

Suppose by contradiction that adding two edges gives us a graph G′ such that θ(G′) ≤ θ(G)−1 =
n
2 −1. Clearly one of these two edges has its two extremities in S. Moreover, since G is bipartite
G′ has to contain a triangle, so exactly one of the two edges has its endpoints in S, say xi and
xj . Hence there is a minimum clique cover of G′ which contains all the {xk, yk}, k 6= i, j. Since
θ(G′) ≤ n

2 − 1 the four vertices xi, yi, xj , yj must induce a K4 in G′ but this requires to add at
least three edges to G, a contradiction.

Thus we conclude that we need to add at least three edges in order to make the clique covering
number of G decrease by at least one.

(c1) Suppose that at least one connected component C of G contains at least four vertices. Since G
admits a unique perfect matching M , we may assume that x, y, z, t belong to C with xy, zt, xt
being edges in C and xy, zt ∈M . Since M is unique, it follows that y, z are nonadjacent. Thus
by adding the edges yz, xz, yt, we obtain a clique on four vertices. Clearly θ(G+ {yz, xz, yt}) ≤
θ(G)− 1.

(c2) The remaining case corresponds to G being isomorphic to n
2K2. Let xy, zt ∈M . By adding the

four edges xz, xt, yz, yt, we clearly obtain that θ(G+ {xz, xt, yz, yt}) ≤ θ(G)− 1.

�

We will consider now the general case when d ≥ 1 is fixed.

Theorem 4.2 For every fixed d ≥ 1, Chromatic d-blocker is polynomial-time solvable in comple-
ments of bipartite graphs.

Proof: Let M be a maximum matching in G. We distinguish two cases.

(1) µ(G) ≥ d+ 1. By choosing d+ 1 edges of M and adding the set F of all non-edges between the
saturated vertices, we obtain a clique of size 2d+2 and thus θ(G+F ) ≤ θ(G)−d. Clearly the set
F of non-edges in G corresponds to a chromatic d-blocker E′ in G of size at most

(
2(d+1)

2

)
−(d+1).
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(2) µ(G) < d + 1. If there are at least d + 1 non-saturated vertices, then we add all the non-edges
between d+ 1 of them. This corresponds to a chromatic d-blocker of size

(
d+1
2

)
in G. Otherwise,

G contains at most d+ 2µ(G) ≤ 3d vertices.

Hence, since d is fixed, a minimum chromatic d-blocker can be found in polynomial time. �

Let us now consider the case when d ≥ 1 is not fixed. We will show that Chromatic d-blocker is
NP-hard in the complements of bipartite graphs by showing that the equivalent problem Clique cov-
ering d-blocker is NP-hard in bipartite graphs. In order to do so, we will use the following problem.

P3-Partition
Input: A bipartite graph G = (V,E) on 3n vertices such that g(G) ≥ 6.
Question: Does there exist a partition V of V into n sets {V1, . . . , Vn} such that for every 1 ≤ i ≤
n, |Vi| = 3 and the graph G[Vi] is isomorphic to P3?

P3-Partition was shown to be NP-complete in [15] without assuming that g(G) ≥ 6. In fact, we can
assume without loss of generality that g(G) ≥ 6; this follows from the construction given in [15] and
from the fact that for the three dimensional perfect matching problem (the problem that is used in
the reduction in [15]), one can suppose that every element e occurs in at least two triplets.

We start with the following lemma.

Lemma 4.3 P3-Partition is NP-complete in bipartite graphs admitting a perfect matching.

Proof: Consider an instance I of P3-Partition consisting of a bipartite graph G = (V,E) on 3n
vertices such that g(G) ≥ 6. We build the following graph G′ = (V ′, E′): with each vertex vi ∈ V
we associate four vertices vi

0, v
i
1, v

i
2, v

i
3 such that G′[{vi

0, v
i
1, v

i
2, v

i
3}] is isomorphic to P4; then we add

an edge vi
0v

j
0 in G′ if and only if vivj ∈ E. This transformation is clearly polynomial. Moreover G′ is

bipartite, |V ′| = 12n, g(G′) ≥ 6, and M = {vi
0v

i
1, v

i
2v

i
3|vi ∈ V } is a perfect matching of G′. Thus we

obtain an instance I ′ of P3-Partition consisting of a bipartite graph G′ = (V ′, E′) with |V ′| = 3p
(p = 4n) admitting a perfect matching.
Now suppose that I is a yes-instance, i.e., let {V1, . . . , Vn} be a partition of V such that G[Vi] is iso-
morphic to P3, for every 1 ≤ i ≤ n. Then clearly {{va

0 , v
b
0, v

c
0}, {va

1 , v
a
2 , v

a
3}, {vb

1, v
b
2, v

b
3}, {vc

1, v
c
2, v

c
3}|Vi =

{va, vb, vc}, 1 ≤ i ≤ n} is a partition of V ′ into P3’s, and hence I ′ is a yes-instance.
Conversely, suppose that I ′ is a yes-instance and let V ′ be a partition; then necessarily each set
{va

1 , v
a
2 , v

a
3}, va ∈ V , induces a P3 of V ′. It follows that the other P3’s of the partition are induced by

the sets {va
0 , v

b
0, v

c
0}, va, vb, vc ∈ V . Thus the corresponding sets {va, vb, vc} induce each a P3 in G and

hence I is a yes-instance. �

Now we are ready to prove the following.

Theorem 4.4 Clique covering d-blocker is NP-hard in bipartite graphs.

Proof: Consider an instance I of P3-Partition consisting of a bipartite graph G = (V,E) admitting
a perfect matching such that |V | = 6p, g(G) ≥ 6. We build an instance I ′ of Clique covering d-
blocker as follows: G′ = (V ′, E′) = G = (V,E), d = p and k = 2p. Since G′ is bipartite and has a
perfect matching, it follows that θ(G′) = 3p.
Now suppose that I is a yes-instance. Consider a partition {V1, . . . , V2p} of V such that G[Vi] is
isomorphic to P3 for every 1 ≤ i ≤ 2p. Then consider the set of non-edges B = {uw|Vi = {u, v, w}, 1 ≤
i ≤ 2p}. Clearly |B| = 2p and θ(G′ + B) ≤ 2p; the clique covering in G′ + B consists of 2p cliques
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Ki of size 3 each induced by a set {u, v, w}, such that Vi = {u, v, w}, for i = 1, . . . , 2p. Thus I ′ is a
yes-instance.
Conversely, assume now that I ′ is a yes-instance. Let B ⊆ E

′, |B| ≤ 2p such that θ(G′ + B) ≤ 2p.
Since G′ is bipartite and admits a perfect matching, V ′ can be partitioned into two stable sets S′1, S

′
2

such that |S′1| = |S′2| = 3p. In G′ + B each vertex set S′i, i = 1, 2, is necessarily covered by at most
2p = |S′i| − p cliques, since θ(G′ + B) ≤ 2p. Thus B contains at least p edges uv such that u, v ∈ S′i
for i = 1, 2. Hence we have |B| = 2p and there are exactly p edges uv ∈ B such that u, v ∈ S′i for
i = 1, 2. Notice that these edges must form a matching in S′i. Now since g(G′) ≥ 6, and hence G′

does not contain any cycle C4, the size of a maximum clique in G′ + B is three. Furthermore, since
θ(G′+B) ≤ 2p and |V ′| = 6p, it follows that G′+B contains exactly 2p pairwise disjoint cliques, each
of size three. Now to each uv ∈ B such that u, v ∈ S′i, for i = 1, 2, corresponds a path P3 induced by
u, v, w in G′. Since these 2p paths are pairwise disjoint, they form a partition {V1, . . . , V2p} of V such
that G′[Vi] is isomorphic to P3 for i = 1, . . . , 2p, and hence I is a yes-instance. �

Corollary 4.5 Chromatic d-blocker is NP-hard in the complements of bipartite graphs.

Notice that the complexity status of Stability d-blocker in this case is still open.

5 Bipartite graphs

In this section, we will consider Stability d-blocker in the case of general bipartite graphs and
d = 1. Let G = (B,W,E) be a bipartite graph, where B and W denote the two sets of the bipartition.
A vertex v is called forced if every maximum stable set contains v. A vertex v is called excluded if no
maximum stable set contains v. A vertex which is neither forced nor excluded is called free. The set
of all forced vertices in G is denoted by F and the set of all excluded vertices will be denoted by E .
Clearly F , E and (B ∪W ) \ (F ∪ E) form a partition of the vertex set B ∪W and all the neighbors of
a forced vertex are necessarily excluded vertices. This partition can be obtained in polynomial time
for bipartite graphs. This follows from a result of [9] about Kőnig-Egerváry graphs, which include
bipartite graphs.

We will need the following result which was shown in [10].

Theorem 5.1 [10] If G = (B,W,E) is a bipartite graph, then the subgraph induced by (B∪W )\(F∪E)
(i.e., by its free vertices) contains a perfect matching.

As a consequence for a bipartite graph G = (B,W,E) we have that α(G) = |F| + |B′| = |F| + |W ′|,
where B′ = B∩ ((B∪W )\ (F ∪E)) and W ′ = W ∩ ((B∪W )\ (F ∪E)). This implies that when F = ∅
we have E = ∅, since otherwise either {v} ∪B′ or {v} ∪W ′ is a stable set of size α(G) + 1, where v is
any vertex in E .

We will also use the following result which was obtained in [7] for the more general case of weighted
bipartite graphs, that we now state for unweighted bipartite graphs.

Theorem 5.2 [7] Let G = (B,W,E) be a bipartite graph containing only free vertices. Then there
exists a partition V = (V1, . . . , Vq) of B ∪W such that a stable set S ⊆ B ∪W is maximum if and only
if for any j ∈ {1, . . . , q} either S ∩ Vj = B ∩ Vj or S ∩ Vj = W ∩ Vj.

We will call a partition V as described in Theorem 5.2 a good partition. For such a partition the
following properties were shown in [7]:

(i) V can be obtained in polynomial time;
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(ii) each graph G[Vi] is connected and in addition we have |W ∩Vi| = |B∩Vi|, for i = 1 . . . , p; notice
that this implies that the cardinality of each set Vi is even and at least two;

(iii) if there exists an edge between two vertices u, v such that u ∈ Vi ∩ B and v ∈ Vj ∩W , i 6= j,
then there exists no edge between vertices x, y such that x ∈ Vi ∩W and y ∈ Vj ∩B.

Vi1 Vi2 Vi3

Figure 1: The graph H1 with i1, i2, i3 ∈ {1, . . . , q}.

Vi1
Vi2

Vi3

Vi4

Figure 2: The graph H2 with i1, . . . , i4 ∈ {1, . . . , q}.

By using Theorem 5.2, we obtain the following.

Theorem 5.3 Let G = (B,W,E) be a bipartite graph and let V = {V1, . . . , Vq} be a good partition of
V \ (F ∪ E). Then

(a) sb1(G) = 1 if and only if |F| ≥ 2;

(b) sb1(G) = 2 if and only if |F| ≤ 1 and

(b1) either |F| = 1;

(b2) or ∃Vi ∈ V such that |Vi| ≥ 4;

(b3) or G contains H1 as a subgraph (see Figure 1);

(b4) or G contains H2 as a subgraph (see Figure 2);

(c) in all remaining cases:

(c1) sb1(G) = 3 if and only if there exist Vi, Vj ∈ V, i 6= j, such that x ∈ Vi, y ∈ Vj and xy ∈ E;

(c2) sb1(G) = 4 otherwise.

Proof: Consider a bipartite graph G = (B,W,E). Recall that we may assume that α(G) ≥ 3.

(a) If G contains at least two forced vertices, say u, v, then α(G+ {uv}) = α(G)− 1. Conversely, if
there exists a non-edge in G which can be transformed into an edge, say xy, such that α(G +
{xy}) = α(G)− 1, then necessarily x and y are both forced vertices.

So we may assume now that |F| ≤ 1.

(b) Notice that, since α(G) ≥ 3 and |F| ≤ 1, we have |B| ≥ 2, |W | ≥ 2, and |V \ (F ∪ E)| ≥ 2.
From (a), we need to find at least two non-edges which must be changed into edges in order
to decrease the stability number by at least one. Let V = (V1, . . . , Vq) be a good partition of
V \ (F ∪ E). We distinguish several cases:
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(b1) F = {u}. Let v1, v2 ∈ Vi, for some i ∈ {1, . . . , q}, be such that v1 ∈ B and v2 ∈ W . We claim
that α(G+ {uv1, uv2}) = α(G)− 1. Indeed, it follows from the definition of forced vertices and
Theorem 5.2 that any maximum stable set S contains either u, v1 or u, v2.

So we may assume now that F = ∅ (as mentioned previously we also have E = ∅).

(b2) ∃Vi ∈ V such that |Vi| ≥ 4. Let v1, . . . , v4 ∈ Vi be such that v1, v2 ∈ B and v3, v4 ∈W . We claim
that α(G+ {v1v2, v3v4}) = α(G)− 1. Indeed it follows from Theorem 5.2 that every maximum
stable set S in G contains either v1, v2 or v3, v4.

It follows from property (ii) that we may assume from now on that |Vi| = 2 for all i ∈ {1, . . . , q}.

(b3) G contains H1 as a subgraph (see Figure 1). Let {x} = Vi1 ∩B, {u} = Vi1 ∩W , {y} = Vi2 ∩B,
{z} = Vi2 ∩W and {t} = Vi3 ∩W . We claim that α(G+{xy, zt}) = α(G)−1. Suppose the claim
does not hold and let S be a maximum stable set in G + {xy, zt} such that |S| = α(G). Since
S is also a maximum stable set in G, it follows that S has the properties mentioned in Theorem
5.2. Since x and u are both adjacent to y, it follows that z must belong to S. This necessarily
implies that S ∩ Vi3 = ∅, a contradiction. Thus, such a stable set S does not exist.

So we may assume now that G does not contain H1 as a subgraph.

(b4) G contains H2 as a subgraph (see Figure 2). Let {x} = Vi1 ∩B, {v} = Vi1 ∩W , {y} = Vi2 ∩B,
{u} = Vi2 ∩W , {z} = Vi3 ∩W and {t} = Vi4 ∩W . We claim that α(G+ {xy, zt}) = α(G)− 1.
Suppose the claim does not hold and, as in (3), let S be a maximum stable set in G+ {xy, zt}
such that |S| = α(G). First assume that S contains x. Then it must contain u. This implies
that S must contain z and t, a contradiction. So we may assume now that S does not contain x
and hence S must contain v. But this implies again that S must contain z and t, a contradiction.
Thus such a stable set S does not exist.

So we may assume now that G does not contain H2 as a subgraph.

(c) We show that in all remaining cases we need to find at least three non-edges which must be
changed into edges in order to decrease the stability number by at least one. Suppose by
contradiction that two non-edges are sufficient. Since, from Theorem 5.2, B and W are two
disjoint maximum stable sets, it follows that one of these non-edges has its endvertices in B, say
xB, yB, and the other non-edge has its endvertices in W , say xW , yW .

Here we need to use the following notation: for each Vi = {x, y} ∈ V, the vertex y will be denoted
by m(x), i.e. Vi = {x,m(x)}.
Let i1 6= i2 be such that xB ∈ Vi1 and yB ∈ Vi2 . First assume that xB is adjacent to m(yB). Since
G does not contain H1 as a subgraph and since there must be a non-edge between m(xB) and
yB (see property (iii)), it follows that NG(m(xB))∩B = {xB}. But now in G+ {xByB, xW yW }
the stable set S such that S ∩ Vi1 = {m(xB)} and S ∩ Vj = B ∩ Vj for j = 1, . . . , q, j 6= i1,
clearly has size α(G), a contradiction. Therefore xBm(yB) 6∈ E. Similarly, we can show that
yBm(xB) 6∈ E, xWm(yW ) 6∈ E and yWm(xW ) 6∈ E.

Let Vi3 , . . . , Vir ∈ V be such that m(yB)uij ∈ E for j = 3, . . . , r, where {uij} = Vij ∩B. Since G
does not contain H1 and since there must be non-edges between yB and all the vertices m(uij )
(see property (iii)), it follows that NG(m(uij )) ∩ B = {uij}, for j = 3, . . . , r. Now consider the
set S defined as follows: for j = 2, . . . , r, S ∩ Vij = W ∩ Vij and for all remaining sets Vi ∈ V we
take S∩Vi = B∩Vi. Since S is not a stable set in G+{xByB, xW yW } (otherwise we would have
|S| = α(G)), it follows that xW , yW ∈ Vi2 ∪ . . .∪Vir . Assume xW ∈ Vi2 (the case where yW ∈ Vi2

is symmetric), and consider the set S defined as follows: S ∩ Vi2 = {yB}, and for all remaining
sets Vi ∈ V we take S ∩ Vi = W ∩ Vi. S is a stable set of size α(G) in G+ {xByB, xW yW }, since
NG(yB)∩W = {m(yB)} (otherwise G would contain H1 as a subgraph). Therefore, without loss
of generality, we may assume that xW ∈ Vi3 and yW ∈ Vi4 .
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Now, let Vj1 , . . . , Vjs ∈ V be such that m(xB)uji ∈ E for i = 1, . . . , s, where {uji} = Vji ∩ B.
We proceed exactly as before: since G does not contain H1 and since there must be non-edges
between xB and all the vertices m(uji) (see property (iii)), it follows that NG(m(uji))∩B = {uji},
for i = 1, . . . , s. Let S′ be the set obtained by choosing for i = 1, . . . , s, S′ ∩ Vji = W ∩ Vji ,
S′ ∩ Vi1 = {m(xB)} and for the remaining sets Vi ∈ V, S′ ∩ Vi = B ∩ Vi. Since S′ is not a stable
set in G + {xByB, xW yW } (otherwise we would have |S′| = α(G)) it follows that xW , yW ∈
Vj1 ∪ . . . ∪ Vjs . Thus Vi3 , Vi4 ∈ {Vj1 , . . . , Vjs}. But now we obtain H2 by taking Vi1 , Vi2 , Vi3 , Vi4 ,
a contradiction. Hence two non-edges are not sufficient to decrease the stability number by at
least one.

Now let us distinguish two cases:

(c1) There exist two distinct sets Vi, Vj ∈ V such that {x} = Vi ∩ B, {y} ∈ Vj ∩W and xy ∈ E.
Clearly, any maximum stable set S in G+ {ym(x),m(x)m(y), xm(y)} satisfies |S| = α(G)− 1.

(c2) There are no edges between any two distinct sets Vi, Vj ∈ V. Clearly changing the four non-
edges between two distinct sets Vi1 , Vi2 into edges is sufficient to decrease the stability number
by one. We will show now that changing four non-edges into edges is also necessary. Since,
from Theorem 5.2, B and W are two disjoint maximum stable sets in G, it follows that we
need to change one non-edge between two vertices in B, say x, y, and one non-edge between
two vertices in W , say z, t, into edges. Assume w.l.o.g. that t 6= m(y). Now consider in
G+ {xy, zt} the following two disjoint stable sets of size α(G): S1 = (B \ {x,m(t)})∪ {m(x), t}
and S2 = (W \ {m(x), t})∪{x,m(t)}. Thus we need to change at least two more non-edges into
edges.

�

Theorem 5.3 immediately implies the following result.

Corollary 5.4 STABILITY 1-BLOCKER is polynomial-time solvable for bipartite graphs.

6 Conclusion

In this paper we considered two problems, namely Chromatic d-blocker and Stability d-blocker,
and investigated their computational complexity in different classes of graphs. The results that we
obtained are summarized in Table 1 below.

Graph class General Split Threshold Complement Bipartite
of bipartite

Chromatic d-blocker NP-hard P, ∀d ≥ 1 fixed P NP-hard P (trivial)
∀d ≥ 1 fixed P, ∀d ≥ 1 fixed

Stability d-blocker NP-hard P, ∀d ≥ 1 fixed ? P (trivial) P, d = 1
∀d ≥ 1 fixed

Table 1: Results concerning Chromatic d-blocker and Stability d-blocker.

There are still many open questions left with respect to these two problems. Let us state here those
that we consider as the most interesting ones.

(a) What is the complexity of Stability d-blocker in threshold graphs if d is not fixed?
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(b) What is the complexity of Chromatic d-blocker and Stability d-blocker in split graphs
when d is not fixed?

(c) What is the complexity of Stability d-blocker in bipartite graphs when d ≥ 2 is fixed
respectively when d is not fixed?
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