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Pierre-Henri Wuillemin, Université Paris-Sorbonne, pierre-henri.wuillemin@lip6.fr

With the deployment of a new generation of networks, the use of Software Defined Net-
working (SDN) and network virtualization will be democratized in a near future and brings
new challenges from a combinatorial optimization perspective [9]. These new network tech-
nologies will provide more flexibility in terms of programmability, and one could imagine to
deploy and execute optimization algorithms embedded directly into network controllers (SDN
controller). This is the converse to what it is usually done i.e. the algorithms are executed
offline and the solutions are then implemented in the network (e.g. as new MPLS tunnels or
metrics). These new paradigms to control the networks behavior are more than welcome in
a context where the quality of service (QoS) has to be maintained while networks size and
traffic volume are constantly growing (HD/4K Streaming, Cloud Gaming,. . . ). Leveraging on
modern networks capabilities, this thesis aims at studying and designing new optimization
algorithms that lie at the interface of machine learning (ML) and combinatorial optimiza-
tion (CO). This emerging research domain may offer a promising way to develop efficient
algorithms that scale well with network size and adapt well to the virtualization.

State of the art & expected work: In the last few years there has been a growing in-
terest in the development of algorithmic techniques combining ML and CO. There are actually
two approaches that exist in the literature (i) using ML techniques to improve the efficiency
of combinatorial algorithms [2, 8] or, the other way around (ii) improving learning techniques
with the use of combinatorial optimization algorithms [6]. From the first perspective, machine
learning technique can be employed in different ways:

• Learning heuristics to improve the search of optimal solutions (branching strategy,
greedy algorithm, . . . ) [7, 5].

• Detecting the parameters that makes an instance hard to solve [11].

• Learning approximation algorithms with performance guarantee [10].

In this thesis, we are interested in the first item, and more specifically in discovering new
heuristics for network optimization problems. A recent result [7] tends to show that rein-
forcement learning is a promising technique to devise greedy algorithms for graph problems
like Vertex Cover, Max Cut or TSP. A natural question would be to extend those results in
the context of network problems. For instance, a central problem in traffic engineering is the
determination of metrics in an IP network that induce shortest paths routing with minimum
congestion [4]. Formally, the problem is to find a set of weights to assign to the links and a
set of routing paths induced by those weights such that (i) there is a unique shortest path
for each commodity according to the identified weights and (ii) the network congestion is
minimum. The current state-of-the-art algorithms cannot solve the problem on graphs with
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more than a few dozen nodes. This is partly due to the difficulty of designing hand-made
heuristics that guide the resolution of the models. Hence, this problem is a good candidate
for applying machine learning techniques to get efficient heuristics or, at least, help to devise
them (as suggested in [7]). From a more theoretical point of view, this is a routing problem
that belongs to the broader class of inverse optimization problems. This suggests that the
hybrid ML/OC techniques obtained to solve this particular problem may lead to a general
approach to solve inverse problems in general. Additionally, the learning model developped
in this thesis will have to take as input both a graph and a traffic matrix. Regarding the state
of the art, it is an open question to find a suitable embedding of both inputs altogether.

Furthermore, one of our approach to solve this problem is to use a dynamic programming
algorithm based on tree decomposition [3]. More generally, computing a graph decomposi-
tion (tree or branch decomposition) followed by dynamic programming is a standard method
to devise exact algorithms. The efficiency of this kind of algorithms then heavily relies on
the “quality” of the decomposition, and it is usually NP-hard to find such. Hence, learning
heuristics that produce good quality graph decomposition would be an other interesting re-
search direction to explore. Some works have already been undertaken in that direction [1]
but learning a heuristic that builds a suitable graph decomposition is still largely unexplored,
especially in the context of network problems.

Conditions: The PhD candidate is expected to have a Master’s degree or equivalent in
computer science with the following skills:

• A strong background in artificial intelligence and machine learning techniques (rein-
forcement learning, deep learning, . . . )

• Knowledge in combinatorial optimization methodologies and algorithms, mathematical
programming and graph theory.

• Programming experience in one or more of the following languages : Python, C, C++.

• Experience working with at least one machine learning framework (TensorFlow, Py-
Torch, . . . )

The thesis is fully funded by Orange. The PhD candidate will join the MORE team (Math-
ematical Models for Optimization and peRformance Evaluation) located at Orange Gardens,
Châtillon. The team is composed of researchers, PhD students and software engineers aims
at developping mathematical models to evaluate the performance or to solve combinatorial
optimization problems in networks related problems.

Additional informations:

Expected starting date: October 1st, 2020

Application deadline: Until the position is filled

Annual gross salary : 31ke (1st and 2nd year), 35ke (3rd year)

More information available at https://orange.jobs/site/en-theses
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