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Abstract

Suppose that a binary relation is given on a n-fold Cartesian product. The study of
the conditions guaranteeing the existence of n value functions such that the binary
relation can be additively represented is known as additive conjoint measurement.
In this paper we analyze a related problem: given a partition of a Cartesian product
into r ordered categories, what conditions do ensure the representability of the
partition in an additive model?
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1 Introduction

Suppose we present muli-attributed objects to a subject and we ask him to
assign each of them to one among r ordered categories. For example, he may
assign sounds to the categories ‘high’, ‘medium’ and ‘low’, students to cat-
egories A, B, C, D and E or 10, 9, 8, . . . , 0, papers to categories ‘accept’,
‘accept with minor revision’, ‘major revision’ and ‘reject’, credits to categories
‘accept’, ‘more information needed’ and ‘reject’. In many circumstances, we
can expect that the assignment of an object to a particular category by a
subject is determined or at least strongly influenced by its single-attribute
characteristics.

Many models have been proposed in the literature for linking the outcome of
such experiments to the single-attribute characteristics of the objects. Some of
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them have been axiomatized; for instance, the decomposable model discussed
by Goldstein (1991) or the non-compensatory model analysed by S lowiński
et al. (2002) and Bouyssou and Marchant (2007a; 2007b). In the decompos-
able model of Goldstein, there are only two categories 1 and each level of
an attribute is mapped to a real number by a single-attribute value func-
tion. An object belongs to the highest category if a monotonic function of
all single-attribute values exceeds some threshold. Since the monotonic func-
tion is not further specified, it can take many different forms and the decom-
posable model is therefore very general. It contains, for example, the non-
compensatory model but also the additive model, that will be the focus of
this paper. In the additive model, the monotonic function is a sum; an object
therefore belongs to the highest category if the sum of the single-attribute
values exceeds some threshold. Note that this model has a simple geomet-
ric interpretation: in the space of the single-attribute values, two consecutive
categories are separated by a hyperplane.

The additive model (or some close variants) is very widely used in differ-
ent domains. In multicriteria decision-aiding, Jacquet-Lagrèze (1995) uses the
additive model in his UTADIS technique to help a decision-maker sort alterna-
tives in some ordered categories. In categorization, Reed (1972) discusses the
prototype model used to predict the outcome of an experiment where subjects
are asked to sort various objects in a fixed number of unordered categories
(for a more recent reference, see Stanton et al., 2002). This model assumes
the existence of prototypes (one per category) in the multidimensional space
where objects are represented. The subject then assigns an object to the cate-
gory whose prototype is closest to the object. If the distance is Euclidean, the
separation between two contiguous categories is then linear, as in the additive
model. The multidimensional space in which the objects are represented is
sometimes the space of the attributes (this is possible when the attributes are
numerical) or sometimes the space resulting from a multidimensional scaling
(DeSarbo et al., 1994). In the latter case, the space can eventually be seen
as the space of the single-attribute values. Again in categorization, Ashby
and Maddox (1993) compare several models, among which the General Linear
Classifier. Just like the prototype model, but for different reasons, this model
assumes linear frontiers (called decision bounds) between categories. In data-
analysis, the well-know Linear Discriminant Analysis technique also assumes
a linear separation between categories (Fisher, 1936; McLachlan, 2004). Note
that, when there are only two categories, the difference between ordered and
unordered categories vanishes and all the models reviewed in this paragraph
are then equivalent to the additive model that we will study in this paper.

1 Goldstein also considers the case of three ordered categories but this is very
close to the case of two categories because, in Goldstein’s model, the intermediate
category plays the role of a frontier between the lowest and the highest categories.
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Our analysis will parallel that of preferences in measurement theory and, in
particular, in conjoint measurement (e.g. Krantz et al., 1971). Given the out-
come of an experiment where a subject has sorted a set X of multi-attributed
objects into several ordered categories, we want to find the conditions guaran-
teeing the existence of single-attribute value functions such that the outcome
of the experiment can be represented by the additive model. Such conditions
are already known for the decomposable model and the non-compensatory
one (see above). For the additive model, they are known only for some special
cases. Vind (1991, 2003) gives necessary and sufficient conditions when (a)
the set X of objects to be sorted is connected, (b) there are at least four at-
tributes, (c) there are exactly two categories and (d) no object is classified in
more than one category. In this paper, we will extend Vind’s result by weak-
ening assumptions (b), (c) and (d). We will consider that (b’) there are at
least three attributes, (c’) the number of categories is finite and at least two
and (d’) each object is classified in one category or two consecutive categories,
thereby indicating that the object lies at the frontier between two categories.
The case of a non-connected set X of objects or of two attributes is addressed
in another paper (Bouyssou and Marchant, 2008) because its analysis requires
completely different techniques.

Note that the analysis of classification models from a measurement-theoretic
perspective is not limited to multi-attributed objects. Nakamura (2004) has
axiomatized the partition of a set X of loteries into three classes (worse than,
equivalent to, and better than the status quo).

The rest of the paper is organized as follows. The next section introduces the
notation and the formal definition of the models that will be analyzed. In Sec-
tion 3, we present the axiomatic characterization of the additive model when
there are two categories. Section 4 handles the case of more than two cate-
gories. The independence of the conditions used in the main result is discussed
in Section 5. We then have a short conclusion followed by an appendix with
proofs.

2 Notation and models

Let X = X1 × . . . × Xn be a set of objects or stimuli and N = {1, . . . , n}
with n ≥ 3. We also consider r ordered categories denoted by C1 (the worst
one), C2, . . . , Cr (the best one) 2 . In an experiment, we present each of the
objects of X to a subject. For each object x, he must tell us to which category
x belongs. In some experiments, we may allow that x belongs to two consecu-

2 In this paper, subscripts are used for attributes and superscripts for categories.
A superscript does not indicate an exponentiation.

3



tive categories, thereby indicating that x is at the frontier between these two
categories. So, our primitives consists of X and r subsets C1, . . . , Cr ⊆ X or,
for short, 〈X, (Ck)k∈R〉, where R = {1, . . . , r}. We will always consider that
Ck is not empty, for all k in R, and that (Ck)k∈R form a covering of X, i.e.⋃

k∈R C
k = X, or, in some cases, a partition of X, i.e. a covering such that

Ck ∩ Ck′ = ∅ for all k, k′ ∈ R. An ordered covering of X is a covering such
that, for all k, l ∈ R, |k − l| > 1 ⇒ Ck ∩ C l = ∅. This last condition prevents
that non-consecutive categories intersect.

We can now define the models that will be of interest in this paper.

Definition 1 Additive Model with Frontier. The structure 〈X, (Ck)k∈R〉
is representable in the Additive model with frontier iff there exist n mappings
ui, i = 1 . . . n : Xi 7→ R and r + 1 real numbers s1 < . . . < sr+1 such that, for
all k ∈ R,

x ∈ Ck ⇔ sk ≤
n∑

i=1

ui(xi) ≤ sk+1.

Note that an object x can belong to Ck−1 ∩ Ck if
∑n

i=1 ui(xi) = sk+1. We
will therefore use the additive model with frontier to represent ordered cover-
ings. In a variant of this model, no object can lie at the frontier between two
categories.

Definition 2 Additive Model without Frontier. The structure 〈X, (Ck)k∈R〉
is representable in the Additive model without frontier iff there exist n map-
pings ui, i = 1 . . . n : Xi 7→ R and r + 1 real numbers s1 < . . . < sr+1 such
that, for all k ∈ R,

x ∈ Ck ⇔ sk <
n∑

i=1

ui(xi) ≤ sk+1. (1)

This model will be used to represent partitions. Note that we could also per-
mute the strict and the large inequalities in (1). Our choice is arbitrary. All
results that will be presented about this model can be easily adapted if one
wishes to permute the inequalities. Note that the thresholds s1 and sr+1 can
always be arbirarily set at respectively −∞ and +∞.

In this paper, we will impose that ui be continuous mappings, with respect
to a topology that will be introduced later. We will thus speak of continuous
representations in the additive model.

Let us introduce some more notation that will soon prove useful. Let Ck
≥ =⋃

l≥k C
l. The set Ck

≥ contains the objects that are in category Ck or higher. Let
R+ = {2, 3, . . . , r}. For all k ∈ R, Ck

< =
⋃

l<k C
l and Ik = Ck \ (Ck−1 ∪Ck+1),

with the convention that C0 = Cr+1 = ∅. The set Ck
< contains the objects
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that are in a category worse than Ck. Note that Ck
≥ and Ck

< are disjoint only
when Ck ∩ Ck−1 = ∅. The set Ik represents in some sense the interior (not in
topological sense) of category k. Let also Ik

≥ = Ik ∪ Ck+1
≥ .

Let x and a belong to X. For any I ⊆ N , (xI , a−I) denotes an object z such
that zi = xi for all i ∈ I and zi = ai for all i ∈ N \ I. When I contains
few elements, e.g., I = {h, i, j}, we just write (xhij, a−hij). The set

∏
i∈I Xi is

denoted by XI and
∏

i∈N\I Xi, by X−I .

3 Two categories

In this section, we present a set of conditions guaranteeing the existence of
an additive representation (with or without frontier) when there are two cat-
egories. The first condition depends on a parameter ν that can vary from 1 to
n.

A 1 ν-Linearity with respect to the Interior or ν-Linearity-I for short. For all
J ⊆ N with #J = ν, all xJ , yJ ∈ XJ , all a−J , b−J ∈ X−J and all k, l ∈ R,

(xJ , a−J) ∈ Ik
≥

and

(yJ , b−J) ∈ I l
≥


⇒


(yJ , a−J) ∈ Ik

≥

or

(xJ , b−J) ∈ I l
≥

This is a variant of a condition first proposed in Goldstein (1991) for two cat-
egories and independently rediscovered (and generalized) in S lowiński et al.
(2002). Intuitively, ν-Linearity-I imposes that the elements of XJ can be or-
dered, from best to worse, for any J ⊆ N with #J = ν. Indeed, if XJ is
ordered, then one of xJ and yJ is at least as good as the other one. Given the
two premisses in the condition, it is then not possible to have simultaneously
(yJ , a−J) in a lower category than (xJ , a−J) and (xJ , b−J) in a lower category
than (yJ , b−J).

Let us show the necessity of ν-Linearity-I for the additive model, for any ν.
Suppose, contrary to ν-Linearity-I, that

(xJ , a−J) ∈ Ik
≥ , (yJ , a−J) /∈ Ik

≥ ,

(yJ , b−J) ∈ I l
≥ , (xJ , b−J) /∈ I l

≥ .
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From (xJ , a−J) ∈ Ik
≥, we derive

∑
i∈J

ui(xi) +
∑

i∈N\J
ui(ai) > sk.

From (yJ , a−J) /∈ Ik
≥, we derive

∑
i∈J

ui(yi) +
∑

i∈N\J
ui(ai) ≤ sk.

From these two inequalities, we get
∑

i∈J ui(xi) >
∑

i∈J ui(yi). Similarly, from
(yJ , b−J) ∈ I l

≥ and (xJ , b−J) /∈ I l
≥, we derive

∑
i∈J ui(xi) <

∑
i∈J ui(yi). This is

a contradiction. Hence, ν-Linearity-I is a necessary condition for our model.

ν-Linearity-I says nothing about objects that are located on a frontier between
two categories. Yet, if we want to use the additive model, these points need
to behave consistently with respect to the ordering induced by ν-Linearity-I
on XJ , for any J ⊆ N . That is why we introduce a new condition, necessary
for the additive model.

A 2 ν-Linearity with respect to the Frontier or ν-Linearity-F for short. For
all J ⊆ N with #J = ν, all xJ , yJ ∈ XJ , all a−J , b−J ∈ X−J and all k, l ∈ R+,

(xJ , a−J) ∈ Ck ∩ Ck−1

and

(yJ , b−J) ∈ C l ∩ C l−1


⇒


(yJ , a−J) ∈ Ck

≥

or

(xJ , b−J) ∈ C l
≥

The intuition behind this condition is the same as behind ν-Linearity-I. The
proof of the necessity of this condition, for any ν, is similar to the proof of the
necessity of ν-Linearity-I.

The next condition, also depending on a parameter ν that can vary from 1 to
n, will tell us more about the structure of the frontier.

A 3 ν-Thinness. For all J ⊆ N with #J = ν and all k ∈ R+, if there exist
xJ , yJ ∈ XJ , a−J ∈ X−J such that

[(xJ , a−J) ∈ Ck−1 ∩ Ck and (yJ , a−J) ∈ Ck−1 ∩ Ck],

then, for all b−J ∈ X−J and all h ∈ R,

(xJ , b−J) ∈ Ch ⇔ (yJ , b−J) ∈ Ch.
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We prove its necessity, for all ν ∈ N . Suppose that (xJ , a−J) and (yJ , a−J)
both belong to Ck−1 ∩ Ck. Then∑

i∈J

ui(xi) +
∑

j∈N\J
uj(aj) = sk =

∑
i∈J

ui(yi) +
∑

j∈N\J
uj(aj)

and, hence,
∑

i∈J ui(xi) =
∑

i∈J ui(yi). Consequently, if (xJ , b−J) ∈ Ch, we have
sh ≤ ∑

i∈J ui(xi) +
∑

j∈N\J uj(bj) ≤ sh+1 and, necessarily, sh ≤ ∑
i∈J ui(yi) +∑

j∈N\J uj(bj) ≤ sh+1, i.e. (yJ , b−J) ∈ Ch. Imposing ν-Thinness guarantees
that the frontier between any two consecutive categories be ‘thin’.

Goldstein (1991) has used variants of 1-Linearity-I, 1-Linearity-F and 1-Thinness
for characterizing the decomposable model, i.e. a generalization of the additive
model with frontier such that

x ∈ Ck ⇔ sk ≤ F (u1(x1), . . . , un(xn)) ≤ sk+1, (2)

with F strictly increasing in each argument and two categories. In this paper,
1-Linearity-I will not be strong enough: we will need to impose conditions on
subsets of cardinality larger than 1. Note that the same occurs when we try to
represent preferences instead of categories (Krantz et al., 1971): independence
on singletons is enough for decomposable representations but not for additive
ones.

The next condition we present is necessary for any value of n but will be
important only when n = 3.

A 4 Double Cancellation. For all i, j ∈ N and all l ∈ R+,

(xi, yj, a−ij) ∈ I l and

(yi, zj, b−ij) ∈ I l and

(zi, xj, c−ij) ∈ I l


⇒


(yi, xj, a−ij) ∈ C l

≥ or

(zi, yj, b−ij) ∈ C l
≥ or

(xi, zj, c−ij) ∈ C l
≥.

Although this may not be apparent at first sight, it plays the same role as
double cancellation (see e.g. Krantz et al., 1971) or the Thomsen condition in
conjoint measurement based on a binary relation. That is why we also call it
Double Cancellation.

The necessity of this axiom is easy to show. Assume the three premisses hold
and none of the consequences. We derive

ui(xi) + uj(yj) +
∑

h∈N\{i,j}
uh(ah) > ui(yi) + uj(xj) +

∑
h∈N\{i,j}

uh(ah),

ui(yi) + uj(zj) +
∑

h∈N\{i,j}
uh(bh) > ui(zi) + uj(yj) +

∑
h∈N\{i,j}

uh(bh).
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ui(zi) + uj(xj) +
∑

h∈N\{i,j}
uh(ch) > ui(xi) + uj(zj) +

∑
h∈N\{i,j}

uh(ch).

If we add these three inequalities and perform some simplifications, we find
0 > 0, a contradiction.

All conditions presented up to this point are necessary for the existence of an
additive representation but are not sufficient if we do not impose some struc-
tural conditions on X (just like with additive representations of preferences).
The main structural condition is connectedness. In order to formally state this
condition, we first need to define the binary relation %R

I , for each subset of
dimensions I ⊂ N , and the interval topology relative to %R

i .

Let xI %R
I yI iff, ∀a−I ∈ X−I ,∀k ∈ R,

• (yI , a−I) ∈ Ck ∩ Ck−1 implies (xI , a−I) ∈ Ck
≥ and

• (yI , a−I) ∈ Ik implies (xI , a−I) ∈ Ik
≥.

When I = {i}, we just write %R
i . By construction, %R

I is reflexive and transi-
tive for any I ⊂ N . The interval topology on Xi induced by %R

i is generated
by taking the sets {zi ∈ Xi : zi %R

i xi} and {zi ∈ Xi : xi %R
i zi} to be a

subbasis for closed sets. The closed sets in this topology are thus the unions
of finite intersections of sets belonging to the subbasis. In the sequel, we will
impose that Xi be connected in the interval topology induced by %R

i . Let us
turn to a new condition to be used only with the additive model with frontier.

A 5 Restricted Solvability. For all i ∈ N , all a−i ∈ X−i and all k ∈ R+, if
there are xi and yi such that (xi, a−i) ∈ Ck−1 and (yi, a−i) ∈ Ck, then there
exists zi such that (zi, a−i) belongs to Ck−1 ∩ Ck.

Restricted Solvability is not a necessary condition for the additive model with
frontier in general but, if we want to use it with sets Xi connected in the inter-
val topology induced by %R

i and if we want that ui be continuous with respect
to the interval topology, then it is necessary. Indeed, suppose (xi, a−i) ∈ Ik−1

and (yi, a−i) ∈ Ik. Because we assume the existence of an additive represen-
tation with frontier, we find

ui(xi) +
∑

j∈N\{i}
uj(aj) < sk

and

ui(yi) +
∑

j∈N\{i}
uj(aj) > sk.

There exists ρ ∈ R : ρ +
∑

j∈N\{i} uj(aj) = sk. Define two sets V and W
by V = {zi ∈ Xi : ui(zi) < ρ} and W = {zi ∈ Xi : ui(zi) > ρ}. These
two sets are clearly open (because ui is continuous) and disjoint. Suppose, in
contradiction to Restricted Solvability, that there is no zi such that (zi, a−i)
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belongs to Ck−1 ∩Ck. So, W ∪V = Xi and, hence, W and V form a partition
of Xi. This contradicts the connectedness of Xi.

Most representation theorems about additive representations on connected
sets do not use any form of solvability. Solvability is usually used only in the-
orems where no topological condition is assumed. In our case, when there are
only two categories, we could replace Restricted Solvability by the constraint
that I1 and I2 be open. Indeed, if I1 and I2 are open, then Restricted Solv-
ability necessarily holds, as shown hereunder. Define M(a−i) = {xi ∈ Xi :
(xi, a−i) ∈ I1} and N(a−i) = {xi ∈ Xi : (xi, a−i) ∈ I2}. The sets I1 and I2 be-
ing open, M(a−i) and N(a−i) are also open. If one of these sets is empty, then
Restricted Solvability trivially holds for a−i. If they are not empty, then, Xi

being connected, M(a−i) and N(a−i) cannot be a partition of Xi. By construc-
tion, M(a−i)∩N(a−i) is empty. Hence, there is some xi such that (xi, a−i) /∈ I1

and (xi, a−i) /∈ I2. This implies (xi, a−i) ∈ C1∩C2 and proves that Restricted
Solvability holds for a−i. If we follow the same reasoning with all i ∈ N and
all a−i ∈ X−i, we find that Restricted Solvability holds.

We say that a dimension i is influent if there are xi, yi ∈ Xi such that xi �R
i

yi. If some dimensions are not influent, then these can be dropped and the
representation is analysed in a space with fewer dimensions.

In order to avoid trivial cases, we will restrict our attention to non-degenerate
coverings, i.e. such that Ik 6= ∅ for all k ∈ R. Our main result for the case of
two categories is the following.

Theorem 1 Consider a structure 〈X, (C1, C2)〉 with n ≥ 3 and (C1, C2) a
non-degenerate covering of X such that 〈Xi,%R

i 〉 is influent and connected in
the interval topology induced by %R

i , for every i ∈ N . Then it has a continuous
representation in the Additive Model With Frontier iff it satisfies 1-Linearity-
I, 1-Linearity-F, 1-Thinness, Restricted Solvability and one of the following
conditions: 2-Linearity-I (when n > 3) or Double Cancellation (when n = 3).
The mappings ui are unique up to n positive affine transformations with the
same multiplicative constant

The actual proof of Th. 1 (and of all other results) is deferred to the appendix
but we give here a sketch of it. Using 1-Linearity-I, 1-Linearity-F, 1-Thinness
and Restricted Solvability, it is not hard to find that the covering admits a
strictly increasing decomposable representation as in (2), as shown in Gold-
stein (1991). In this numerical representation, u(C1∩C2), i.e. the image of the
frontier, is a strictly monotonic hypersurface in u(X). The intersection of this
hypersurface with u(x1 ×X−1) is another hypersurface of dimension n− 1. If
we let x1 vary, we then obtain a collection of hypersurfaces that can be seen as
equivalence classes of a binary relation %∗ on a subset of X−1. We then show
that the existence of an additive representation of %∗ is equivalent to the ex-
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istence of an additive representation of the covering (thanks to 2-Linearity-I
or Double Cancellation). Finally, the conditions guaranteeing the existence of
an additive representation of %∗ can be found in a result of Chateauneuf and
Wakker (1993). The reason why we use this result and not a more standard
one is that %∗ is not defined on a Cartesian product. The independence of the
conditions of Theorem 1 is analyzed in Section 5.

Until now, we only considered the representation of ordered coverings. The
representation of partitions is very similar. The differences are:

• 1-Linearity-F and 1-Thinness are superfluous with partitions because they
are trivially satisfied.

• Restricted Solvability is not satisfied by partitions since no point can lie in
C1 ∩ C2.

Instead of Restricted Solvability, we impose that C2 be open and we now
show that this condition is necessary. The mappings ui being continuous, the
mapping

∑
i∈N ui is also continuous. The image of C2 through this mapping

is open; indeed, it is represented by a strict inequality (
∑

i∈N ui > s1). Hence,
the inverse image, i.e. C2, is also open.

We then obtain the following corollary of Theorem 1.

Corollary 1 Consider a structure 〈X, (C1, C2)〉 with n ≥ 3 and (C1, C2) a
partition of X such that 〈Xi,%R

i 〉 is influent and connected in the interval
topology induced by %R

i , for every i ∈ N . Then it has a continuous repre-
sentation in the Additive Model Without Frontier iff it satisfies 1-Linearity-I,
2-Linearity-I (when n > 3), Double Cancellation (when n = 3) and C2 is
open in the product topology generated by the interval topology on each Xi.
The mappings ui are unique up to n positive affine transformations with the
same multiplicative constant.

This corollary is a generalization of Theorem 11 of Vind (2003), also presented
at p. 122 of Vind (1991). Vind did not use Double Cancellation and did thus
not handle representation problems with n = 3. In the next section, we will
further generalize Vind’s result by considering partitions with more than two
categories.

4 More than two categories

We shortly explain how we will go from 2 to r categories. For k ∈ R+, let

Xk
i = {xi ∈ Xi : (xi, x−i) ∈ Ck ∩ Ck−1 for some x−i ∈ X−i},
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Xk = Xk
1 × . . .×Xk

n,

Ck,2 = {x ∈ Xk : x ∈ Ck
≥} and Ck,1 = {x ∈ Xk : x ∈ Ck

<}.

The sets Ck,2 and Ck,1 clearly form a covering of Xk. So, if each covering
(Ck,2, Ck,1)k∈R+ satisfies the conditions of Theorem 1, we can construct an
additive representation for each covering. But these r− 1 representations will
be independent of each other. For the points lying in Xk ∩X l, k 6= l, it is not
sure that the additive representation based on Xk will be compatible with the
one based on X l. If we want to have one representation for (Ck)k∈R instead of
r − 1 representations, we have to impose the following additional condition,
guaranteeing that everything goes well for the points lying in Xk ∩X l:

A 6 Overlap. There is l ∈ R+ such that X = X l and, for all k ∈ R+ \ {l}
and all i ∈ N , there is x(i) ∈ Ck−1 ∩ Ck such that (x

(i)
−i, x

′
i) ∈ C l−1 ∩ C l for

some x′i ∈ Xi.

Unfortunately, Overlap is not a necessary condition for the additive model as
shown in the following example.

Example 1 Let X = [0, 3/2]× [0, 1]× [0, 1]. Let x ∈ C1 iff x1 + x2 + x3 ≤ 1.
Let x ∈ C2 iff 1 ≤ x1 + x2 + x3 ≤ 5/2. Let x ∈ C3 iff 5/2 ≤ x1 + x2 + x3. This
covering clearly has an additive representation but does not satisfy Overlap.
Indeed, X2 6= X 6= X3.

We are now ready to state the main result of this section.

Theorem 2 Consider a structure 〈X, (Ck)k∈R〉 with n ≥ 3 and (Ck)k∈R a
non-degenerate overlapping covering of X such that 〈Xi,%R

i 〉 is influent and
connected in the interval topology induced by %R

i , for every i ∈ N . Then
it has a continuous representation in the Additive Model With Frontier iff
it satisfies 1-Linearity-I, 1-Linearity-F, 1-Thinness, 2-Linearity-I, Restricted
Solvability and one additional condition when n = 3: Double Cancellation.
The mappings ui are unique up to n positive affine transformations with the
same multiplicative constant.

Without Overlap, the uniqueness of the representation is no longer guaranteed:
the representations on the different Xk can be independent of each other. With
Overlap, the different representations are linked and 2-Linearity-I imposes that
the hyperplanes separating the categories be parallel to each other.

When we have a partition, 1-Thinness and 1-Linearity-F are trivially satisfied.
We therefore have the following corollary to Theorem 2.

Corollary 2 Consider a structure 〈X, (Ck)k∈R〉 with n ≥ 3 and (Ck)k∈R an
overlapping partition of X such that 〈Xi,%R

i 〉 is influent and connected in
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the interval topology induced by %R
i , for every i ∈ N . Then it has a con-

tinuous representation in the Additive Model Without Frontier iff it satisfies
1-Linearity-I, 2-Linearity-I, Double Cancellation (when n = 3) and Ck

≥ is open
for all k ∈ R+ in the product topology generated by the interval topology on
each Xi. The mappings ui are unique up to n positive affine transformations
with the same multiplicative constant.

5 Independence of the conditions

The following examples prove that the conditions of Theorem 1 are indepen-
dent when n = 3.

Example 2 Let X =]0, 1[×]0, 1[×]0, 1[. Let x ∈ C1 iff x1 + x2 + x3 ≤ 1/2 or
x1 + x2 + x3 = 1. Let x ∈ C2 iff x1 + x2 + x3 > 1/2. A routine check shows
that this structure satisfies 1-Linearity-F, 1-Thinness, Double Cancellation
and Restricted Solvability. But 1-Linearity-I fails with x1 = 1/2, y1 = 1/4, a2 =
1/4, b2 = 1/2, a3 = 0, b3 = 0.

Example 3 Let X =]0, 1[×]0, 1[×]0, 1[. Let x ∈ C1 iff x1 + x2 + x3 ≤ 3/2
and x ∈ C2 iff [x1 + x2 + x3 = 1 or x1 + x2 + x3 > 3/2]. A routine check
shows that this structure satisfies 1-Linearity-I, 1-Thinness, Double Cancella-
tion and Restricted Solvability. But it does not satisfy 1-Linearity-F. Indeed,
(1/3, 1/3, 1/3) ∈ C1∩C2 and (1/2, 1/4, 1/4) ∈ C1∩C2 but (1/3, 1/4, 1/4) ∈ I1

and (1/2, 1/3, 1/3) ∈ I1.

Example 4 Let X =]0, 1[×]0, 1[×]0, 1[. Let x ∈ C1 iff x1 + x2 + x3 ≤ 2 and
x ∈ C2 iff x1 + x2 + x3 ≥ 1. A routine check shows that this structure satisfies
1-Linearity-I, 1-Linearity-F, Double Cancellation and Restricted Solvability.
But it does not satisfy 1-Thinness. Indeed, (1/2, 1/2, 1/2) ∈ C1 ∩ C2 and
(1/4, 1/2, 1/2) ∈ C1 ∩ C2 but (1/2, 1, 5/8) ∈ I2 and (1/4, 1, 5/8) ∈ C1 ∩ C2.

Example 5 Let X =]0, 1[×]0, 1[×]0, 1[. Let x ∈ C1 iff x1 + x2 + x3 ≤ 1 and
x ∈ C2 iff x1 + x2 + x3 > 1. A routine check shows that this structure satis-
fies 1-Linearity-I, 1-Linearity-F, 1-Thinness and Double Cancellation. But it
obviously violates Restricted Solvability.

Example 6 Let X = R×R×R. Let x ∈ C1 iff x1 + x2 + x3 + min(x1, x2) ≤
13/10 and x ∈ C2 iff x1+x2+x3+min(x1, x2) ≥ 13/10. It is easy to check that
this structure satisfies 1-Linearity-I, 1-Linearity-F, 1-Thinness and Restricted
Solvability. But Double Cancellation fails with x1 = 1/3, y1 = 0, z1 = 2/3, x2 =
7/8, y2 = 1/3, z2 = 3/2, a3 = 1/3, b3 = −1/6, c3 = −7/8.

12



When n ≥ 4, it is easy to adapt examples 3–5. We also provide an example
showing that 2-Linearity-I is not implied by the other conditions.

Example 7 Let X = R+ × R+ × R+ × R+. Let x ∈ C1 iff x1x2 + x3x4 ≤ 70
and x ∈ C2 iff x1x2 + x3x4 ≥ 70. It is easy to check that this structure
satisfies 1-Linearity-I, 1-Linearity-F, 1-Thinness and Restricted Solvability.
But it does not satisfy 2-Linearity-I. Indeed, (3, 5, 7, 8) ∈ I2 and (7, 9, 4, 5) ∈ I2

but (3, 9, 7, 5) ∈ I1 and (7, 5, 4, 8) ∈ I1.

Unfortunately, we did not succeed in finding an example proving that 1-
Linearity-I is not implied by the other conditions. So, the issue of the in-
dependence of the conditions of Theorem 1 when n ≥ 4 is not completely
solved.

There is an interesting result in Vind (1991) about the independence of the
conditions. We present it using our notation.

Theorem 3 [Theorem 2 in Vind (1991)] Consider a structure 〈X, (C1, C2)〉
with (C1, C2) a partition of X. Assume each dimension is influent, C2 is open
and the structure 〈X, (C1, C2)〉 is linear-I on two sets of dimensions I and
J , with XI∩J ,XI\J , XJ\I , XI∩J all connected and I ∩ J, I \ J, J \ I, I ∩ J all
non-empty. Then the structure 〈X, (C1, C2)〉 is linear-I on all sets of the field
generated by I and J .

This theorem implies, in particular, that, 1-Linearity-I can be dropped in
Corollary 2 (and probably also in Theorem 1) since any singleton is the in-
tersection of two pairs. So, it seems that this result solves the question of the
independence of the conditions. Yet a crucial point appears mysterious to us
in Vind’s proof of Theorem 3 and we therefore prefer not to use it. Indeed, in
the proof, Vind writes (with our notation) ‘When I ∩ J 6= ∅, there is on XI∪J

an order which is . . . ’ But, according to us, if we do not impose 1-linearity-I
on I ∪ J (and Vind does not in Theorem 3), we do not know if the relation
defined on XI∪J by Vind on p. 121 is transitive. So, it might not be an order
and, in that case, the proof collapses.

6 Conclusion

We have provided an axiomatic characterization of the additive model for
ordered categories when the set X is connected. This permits us to have a
deeper understanding of the additive model. It can help us elicit the parame-
ters of the additive model and also test whether a given ordered classification
is representable by the additive model.
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One rather surprising feature of our results is that additiv erepresentations
with strong uniqueness properties can be obtained on the basis of much poorer
information than what is traditionally used in conjoint measurement.

Yet some problems remain open. For example, are the axioms in Theorem 1
independent? Is it possible to replace the connectedness condition by an
Archimedean one thereby using only algebraic conditions 3 ? In Bouyssou and
Marchant (2008), we treated this problem but under the assumption that, for
all i and all a−i ∈ X−i, there is xi such that (xi, a−i) ∈ C1 ∩ C2 (unrestricted
solvability). It would of course be interesting to solve this problem under the
weaker assumption of Restricted Solvability. Note that the case where X is
finite has been treated in Bouyssou and Marchant (2008), without any solv-
ability.

How can we deal with unordered categories separated by line segments, as in
the prototype model? Concerning this last question, let us mention an inter-
esting paper about the axiomatization of a variant of the prototype model
(Azrieli and Lehrer, 2007). This paper handles the case of a finite number
(possibly larger than 2) of unordered categories but there are important dif-
ferences with respect to our problem. Indeed, Azrieli and Lehrer impose that
each attribute consists of the set of real numbers and that the distances be-
tween prototypes and objects are computed in the space made of the Cartesian
product of the attributes and not in the space of the single-attribute values.
These two restrictions make the problem quite different from the one studied
here.

A Proofs

We say that Xi is unbounded if there are no ti ∈ Xi : ti %R
i wi,∀wi ∈ Xi

and no bi ∈ Xi : wi %R
i bi,∀wi ∈ Xi. Note that unboundedness implies

influence but the converse is not true. Let us replace influence by the stronger
unboundedness in the statement of Th. 1; we obtain the following proposition.

Proposition 1 Consider a structure 〈X, (C1, C2)〉 with n ≥ 3 and (C1, C2) a
non-degenerate covering of X such that Xi is unbounded and connected in the
interval topology induced by %R

i , for every i ∈ N . Then it has a continuous
representation in the Additive Model With Frontier iff it satisfies 1-Linearity-
I, 1-Linearity-F, 1-Thinness, Restricted Solvability and one of the following
conditions: 2-Linearity-I (when n > 3) or Double Cancellation (when n = 3).
The mappings ui are unique up to n positive affine transformations with the

3 Wakker (1988) has shown that algebraic conditions are weaker than topological
ones when dealing with preferences expressed by means of a preference relation.
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same multiplicative constant.

We will prove this proposition before proving Th. 1. But, first, a series of
lemmas.

A.1 Preliminary lemmas

Most of the lemmas that follow are stated for two categories only because they
will be used only in the proof of Proposition 1. Yet some other lemmas are
stated for r categories because they will also be used later.

Lemma 1 If 〈X, (Ck)k∈R〉 satisfies Restricted Solvability, then (xI , a−I) ∈ Ik
≥

and (xI , b−I) /∈ Ck
≥ imply that there is c−I such that (xI , c−I) ∈ Ck−1 ∩ Ck.

Proof. Consider c
(1)
−I defined by c

(1)
−I = (a−Ij, bj) for some j /∈ I. Three cases

are possible.

(1) (xI , c
(1)
−I) ∈ Ck−1 ∩ Ck and, letting c−I = c

(1)
−I , we are done.

(2) (xI , c
(1)
−I) /∈ Ck

≥. By Restricted Solvability, there is zj such that (xI , c
(1)
−Ij, zj) ∈

Ck−1 ∩ Ck and, letting c−I = (c
(1)
−Ij, zj), we are done.

(3) (xI , c
(1)
−I) ∈ Ik

≥. We then define c
(2)
−I letting c

(2)
−I = (a−Ijl, bj, bl) for some

l ∈ N \ (I ∪ {j}). We distinguish again the same three cases and, even-

tually, construct c
(3)
−I . This process continues until we find an element

in Ck−1 ∩ Ck. It necessarily stops before we construct c
(m)
−I , with m =

#(N \ I), because the only possibility with c
(m−1)
−I is case (2). 2

Note that I can be empty in this lemma.

Lemma 2 If 〈X, (Ck)k∈R〉 satisfies Restricted Solvability, ν-Linearity-F, ν-
Linearity-I and ν-Thinness, then %R

I is a weak order, for every I ⊂ N such
that #I = ν.

Proof. Since %R
I is transitive by definition, we just need to prove that it is

also complete. Suppose, on the contrary, that xI 6%R
I yI and yI 6%R

I xI . Then
three cases are possible:

(1) there is a−I , b−I such that (yI , a−I) ∈ Ck ∩ Ck−1, (xI , a−I) /∈ Ck
≥ and

(xI , b−I) ∈ C l∩C l−1, (yI , b−I) /∈ C l
≥. This clearly contradicts ν-Linearity-

F.
(2) there is a−I , b−I such that (yI , a−I) ∈ Ik, (xI , a−I) /∈ Ik

≥ and (xI , b−I) ∈
I l, (yI , b−I) /∈ I l

≥. This clearly contradicts ν-Linearity-I.
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(3) there is a−I , b−I such that (yI , a−I) ∈ Ck ∩ Ck−1, (xI , a−I) /∈ Ck
≥ and

(xI , b−I) ∈ I l, (yI , b−I) /∈ I l
≥. Suppose

• k ≤ l. By Lemma 1, there is then c−I : (xI , c−I) ∈ C l∩C l−1. Let us now
consider (yI , c−I). Three cases are possible. (a) (yI , c−I) ∈ C l ∩ C l−1.
Then, by ν-Thinness and because (yI , a−I) ∈ Ck ∩ Ck−1, we find that
(xI , a−I) ∈ Ck ∩ Ck−1, which is false. So, (yI , c−I) /∈ C l ∩ C l−1. (b)
(yI , c−I) ∈ I l

≥. Then, by ν-Linearity-I, (xI , b−I) ∈ I l, (yI , c−I) ∈ I l
≥ and

(xI , c−I) ∈ C l∩C l−1 yield (yI , b−I) ∈ I l
≥. A contradiction. (c) (yI , c−I) /∈

C l
≥. Then, by ν-Linearity-F, (xI , c−I) ∈ C l∩C l−1, (yI , a−I) ∈ Ck∩Ck−1

and (yI , c−I) /∈ C l
≥ yield (xI , a−I) ∈ Ck

≥. A contradiction.
• k > l. Since (yI , a−I) ∈ Ck ∩Ck−1, the sets Xi being unbounded, there

is c−I : (yI , c−I) ∈ Ik
≥. Using ν-Linearity-I and the fact that (yI , c−I) ∈

Ik
≥, (xI , b−I) ∈ I l and (yI , b−I) /∈ I l

≥, we obtain (xI , c−I) ∈ Ik
≥. By

Lemma 1, there is then d−I : (xI , d−I) ∈ Ck ∩ Ck−1. By ν-Linearity-F
and the fact that (xI , d−I) ∈ Ck ∩ Ck−1, (yI , a−I) ∈ Ck ∩ Ck−1 and
(xI , a−I) /∈ Ck

≥, we find (yI , d−I) ∈ Ck
≥. By ν-Thinness, we cannot have

(yI , d−I) ∈ Ck ∩ Ck−1. So, (yI , d−I) ∈ Ik
≥. Finally, using ν-Linearity-I

and the fact that (yI , d−I) ∈ Ik
≥, (xI , b−I) ∈ I l and (yI , b−I) /∈ I l

≥, we
find (xI , d−I) ∈ Ik

≥. A contradiction. 2

We will later construct mappings ui such that ui(xi) ≥ ui(yi) iff xi %R
i yi.

Notice that, because %R
i is a weak order, the interval topology is the same as

the order topology. Hence Xi is connected in the order topology and we will
always use the order topology in the sequel.

Lemma 3 The structure 〈X, (Ck)k∈R〉 is monotonic with respect to %R
I , i.e.

for all x, y ∈ X and all I ∈ N ,

• y ∈ Ik and xI %R
I yI implies (xI , y−I) ∈ Ik

≥.
• y ∈ Ck ∩ Ck−1 and xI %R

I yI implies (xI , y−I) ∈ Ck
≥.

• y ∈ Ik and yI %R
I xI implies (xI , y−I) /∈ Ck+1

≥ .
• y ∈ Ck ∩ Ck−1 and yI %R

I xI implies (xI , y−I) ∈ Ck
<.

• y ∈ Ck and xI ∼R
I yI implies (xI , y−I) ∈ Ck.

Proof. Monotonicity easily follows from the definition of %R
I . 2

Lemma 4 If the structure 〈X, (Ck)k∈R〉 satisfies ν-Thinness, then it is strictly
monotonic with respect to any relation %R

I with #I = ν, i.e. for all x, y ∈ X
and all I ∈ N ,

(1) y ∈ Ck ∩ Ck−1 and xI �R
I yI implies (xI , y−I) ∈ Ik

≥.
(2) y ∈ Ck ∩ Ck−1 and yI �R

I xI implies (xI , y−I) /∈ Ck
≥.
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Proof. We prove (1). Suppose that y ∈ Ck ∩ Ck−1 and xI �R
I yI . By

monotonicity (see Lemma 3), (xI , y−I) ∈ Ck
≥. If (xI , y−I) ∈ Ck ∩ Ck−1, then

y ∈ Ck ∩ Ck−1 and ν-Thinness imply that xI ∼R
I yI . This is a contradiction.

So, (xI , y−I) ∈ Ik
≥. The proof of (2) is similar. 2

Lemma 5 Under the conditions of Prop. 1, 〈X, (C1, C2)〉 satisfies 2-Linearity-
F.

Proof. Suppose, contrary to 2-Linearity-F,

(xi, xj, a−ij) ∈ C1 ∩ C2 , (yi, yj, a−ij) ∈ I1,

(yi, yj, b−ij) ∈ C1 ∩ C2 , (xi, xj, b−ij) ∈ I1.

There are 4 possible cases.

• yi %R
i xi, yj %R

j xj. This contradicts monotonicity (see Lemma 3).
• xi %R

i yi, xj %R
j yj. This also contradicts monotonicity.

• xi �R
i yi, yj �R

j xj. By strict monotonicity (see Lemma 4), (xi, yj, a−ij) ∈ I2

and (xi, yj, b−ij) ∈ I2. By Restricted Solvability, there is wj s.t. yj �R
j wj �R

j

xj and (xi, wj, b−ij) ∈ C1∩C2. Because wj �R
j xj, we find (xi, wj, a−ij) ∈ I2.

Because Xj is unbounded, there is zj �R
j yj and for each such zj, by strict

monotonicity, (yi, zj, b−ij) ∈ I2. Now, using 2-Linearity-I, (yi, zj, b−ij) ∈ I2,
(xi, wj, a−ij) ∈ I2 and (xi, wj, b−ij) ∈ C1 ∩ C2 yield (yi, zj, a−ij) ∈ I2. So,
for any zj �R

j yj, (yi, zj, a−ij) ∈ I2. But, by Restricted Solvability, there is
z′j �R

j yj such that (yi, z
′
j, a−ij) ∈ C1 ∩ C2. A contradiction.

• yi �R
i xi, xj �R

j yj. Impossible for the same reasons as in the previous case. 2

Lemma 6 Under the conditions of Prop. 1, 〈X, (C1, C2)〉 satisfies 2-Thinness.

Proof. Suppose 2-Thinness does not hold. Then, for some xi, yi ∈ Xi, some
xj, yj ∈ Xj and some a−ij, b−ij ∈ X−ij, we have

(a) (xi, xj, a−ij) ∈ C1 ∩ C2, (b) (xi, xj, b−ij) ∈ I2,

(c) (yi, yj, a−ij) ∈ C1 ∩ C2, (d) (yi, yj, b−ij) ∈ C1

or

(xi, xj, a−ij) ∈ C1 ∩ C2, (xi, xj, b−ij) ∈ C2,

(yi, yj, a−ij) ∈ C1 ∩ C2, (yi, yj, b−ij) ∈ I1.

We will present the proof only for the first case. The second case is similar.
The proof then proceeds in three steps.
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Step 1. By monotonicity, (b) and (d) imply that we do not have [xi ∼R
i yi

and xj ∼R
j yj]. Then, using monotonicity and strict monotonicity, (a) and (c)

imply [xi �R
i yi and yj �R

j xj] or [yi �R
i xi and xj �R

j yj]. For the sake of
definiteness, and without loss of generality, we assume xi �R

i yi and yj �R
j xj.

Step 2. Let us show that (wi, xj, b−ij) ∈ I2, for some wi ∈ Xi such that
xi �R

i wi. There are three cases.

(1) (yi, xj, b−ij) ∈ I2 and we are done.
(2) (yi, xj, b−ij) ∈ C1 ∩ C2. Because Xi is connected, there is wi : xi �R

i

wi �R
i yi. By strict monotonicity, (wi, xj, b−ij) ∈ I2.

(3) (yi, xj, b−ij) ∈ I1. Then, by Restricted Solvability, there is w′
i : (w′

i, xj, b−ij) ∈
C1 ∩ C2. Of course, by strict monotonicity, xi �R

i w′
i. And we are back

to case (2).

Notice that (wi, xj, a−ij) ∈ I1 by strict monotonicity.

Step 3. We now consider two cases.

(1) (yi, yj, b−ij) ∈ I1. We follow the same reasoning as in step 2, and we find
zi : zi �R

i yi and (zi, yj, b−ij) ∈ I1. Because (yi, yj, a−ij) ∈ C1 ∩C2, zi �R
i

yi and by strict monotonicity, (zi, yj, a−ij) ∈ I2. Now, using 2-Linearity-
I, (wi, xj, b−ij) ∈ I2 and (zi, yj, a−ij) ∈ I2 yields (zi, yj, b−ij) ∈ I2 or
(wi, xj, a−ij) ∈ I2. A contradiction.

(2) (yi, yj, b−ij) ∈ C1 ∩ C2. Take any l ∈ N \ {i, j}. Because Xl is con-
nected and unbounded, we can follow the same reasoning as in step 2,
and we find zl : bl �R

l zl and (xi, xj, zl, b−ijl) ∈ I2. By strict monotonicity,
(yi, yj, zl, b−ijl) ∈ I1 and we are back to case 1.

So, 2-Thinness must hold. 2

Lemma 7 Under the conditions of Prop. 1, 〈X, (C1, C2)〉 satisfies (n − 1)-
Thinness and (n− 2)-Thinness.

Proof. Suppose (xI , a−I) ∈ C1 ∩C2 and (yI , a−I) ∈ C1 ∩C2, with #I = m
and m = n − 1 or n − 2. Suppose m-Thinness does not hold. There is then
b−I such that (a) (xI , b−I) ∈ I2, (yI , b−I) ∈ I1 or (b) (xI , b−I) ∈ I2, (yI , b−I) ∈
C1 ∩ C2 or (c) (xI , b−I) ∈ I1, (yI , b−I) ∈ C1 ∩ C2. Let us first consider case
(a). By Lemma 1, there is zI : (zI , b−I) ∈ C1 ∩C2. If (zI , a−I) ∈ C1 ∩C2 then
(n − m)-Thinness is violated. If (zI , a−I) ∈ I1, then (n − m)-Linearity-F is
violated. If (zI , a−I) ∈ I2, then (n−m)-Linearity-I is violated.

We now handle case (b). It violates (n −m)-Thinness. Finally, case (c) also
violates (n−m)-Thinness. 2
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Lemma 8 Under the conditions of Prop. 1, (xI , a−I) ∈ C2 and (yI , a−I) ∈ C1

imply xI %R
I yI , for all I ⊂ N such that #I ≤ 2.

Proof. Let m = #I. By Lemmas 5 and 6, 2-Linearity-F and 2-Thinness
are satisfied. Hence, %R

I is a weak order, monotonic and strictly monotonic
(Lemmas 3 and 4). Suppose (xI , a−I) ∈ C2 and (yI , a−I) ∈ C1 but NOT
xI %R

I yI . Because %R
I is complete, we have yI �R

I xI . If (xI , a−I) ∈ I2,
the monotonicity of %R

I immediately implies (yI , a−I) ∈ I2. A contradiction.
If (xI , a−I) ∈ C1 ∩ C2, the strict monotonicity of %R

I immediately implies
(yI , a−I) ∈ I2. A contradiction. So, we must have xI %R

I yI . 2

Lemma 9 Under the conditions of Prop. 1, (xI , a−I) ∈ C2 and (yI , a−I) ∈ I1

imply xI �R
I yI , for all I ⊂ N such that #I ≤ 2. Similarly, (xI , a−I) ∈ I2 and

(yI , a−I) ∈ C1 imply xI �R
I yI .

Proof. Using Lemma 8, the proof is straightforward. 2

A.2 Proof of Proposition 1

Before proving Theorem 1, we state a result of Chateauneuf and Wakker (1993)
that will be central below (their Corollary 2.3).

Theorem 4 [Chateauneuf and Wakker (1993)] Assume

• (Yi)i∈M are non-empty sets endowed with non-trivial weak orders ≥◦
i and

their order topologies; M = {1, . . . ,m}, m ≥ 2;
• ∏

i∈M Yi is endowed with the product topology;
• A weak order ≥◦ is given on an open set E ⊂ ∏

i∈M Yi; it is
· monotonic, i.e. yi ≥◦

i y
′
i ∀i ∈M ⇒ y ≥◦ y′;

· strictly monotonic, i.e. yi ≥◦
i y

′
i ∀i ∈ M and yj >

◦
j y

′
j for some j ∈ M ⇒

y >◦ y′, and
· continuous, i.e. for all y ∈ E, {y′ ∈ E : y′ ≥◦ y} and {y′ ∈ E : y ≥◦ y′}

are closed in E;
• The following sets are connected:
· The topological interior of E denoted by Int(E);
· all sets of the form: {y ∈ Int(E) : yi = si} for some i ∈M and si ∈ Yi;
· all equivalence classes of ≥◦ in Int(E);

Assume also one of the following:

• Independence (if m ≥ 3), i.e. (yi, a−i) ≥◦ (yi, b−i) ⇔ (y′i, a−i) ≥◦ (y′i, b−i)
for all yi, y

′
i ∈ Yi and all a−i, b−i ∈ Y−i;
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• Thomsen (if m = 2), i.e. [(yi, a−i) =◦ (y′i, b−i) and (y′i, c−i) =◦ (y′′i , a−i)] ⇒
(yi, c−i) =◦ (y′′i , b−i), for all yi, y

′
i, y

′′
i ∈ Yi and all a−i, b−i, c−i ∈ Y−i.

There is then a continuous additive representation of ≥◦. It is unique up to m
positive affine transformations with the same multiplicative constant.

We are now ready to prove Proposition 1.

Proof of Proposition 1. Let S = {x−1 ∈ X−1 : (x1, x−1) ∈ C1 ∩
C2 for some x1 ∈ X1}. Note that S is the projection of C1 ∩ C2 on X−1.
We now prove a series of statements about S.

S is not empty.

Because (C1, C2) is not degenerate, ∃x, y : x ∈ I1, y ∈ I2. We then just need
to apply Lemma 1.

S is open.

This we prove by showing that for any x−1 in S, there is an open box containing
x−1. Because x−1 ∈ S, we know there is x1 ∈ X1 : (x1, x−1) ∈ C1 ∩ C2.
Since X1 is unbounded, there are x′1, x

′′
1 : x′1 �R

1 x1 �R
1 x′′1. By Lemma 4,

(x′1, x−1) ∈ I2 and (x′′1, x−1) ∈ I1. Similarly, for any i ∈ N \ {1}, there is
x′i, x

′′
i : x′i �R

i xi �R
i x′′i and (x1, x−1i, x

′
i) ∈ I2 and (x1, x−1i, x

′′
i ) ∈ I1. Consider

now the element (x′1, x−1i, x
′′
i ) (we will later consider (x′′1, x−1i, x

′
i)). Two cases

(non-exclusive) can arise:

• (x′1, x−1i, x
′′
i ) ∈ C1. Then, by Restricted Solvability, there is yi : (x′1, x−1i, yi) ∈

C1 ∩ C2. So, (x−1i, yi) ∈ S.
• (x′1, x−1i, x

′′
i ) ∈ C2. Then, by Restricted Solvability, there is y1 : (y1, x−1i, x

′′
i ) ∈

C1 ∩ C2. So, (x−1i, x
′′
i ) ∈ S.

Let z′′i denote yi in the first case and x′′i in the second case. Remark that
xi �R

i z′′i . Let us turn now to the element (x′′1, x−1i, x
′
i). We can repeat our

reasoning and we find z′i with z′i �R
i xi such that (x−1i, z

′
i) ∈ S. Let ]z′′i , z

′
i[i

denote the set {zi ∈ Xi : z′′i ≺R
i zi ≺R

i z′i}. It is clear that, for any zi in ]z′′i , z
′
i[i,

(x−1i, zi) ∈ S. Hence, we have found an open box

B(x−1) =
∏

i∈N\{1}
]z′′i , z

′
i[i (A.1)

containing x−1. Note that B(x−1) is a connected subspace of S for each inter-
val ]z′′i , z

′
i[i is obviously connected. �

For any x−ij, the set T (x−ij) = {(xi, xj, x−ij) ∈ C1 ∩ C2} is connected.

Assume that T (x−ij) is not empty (otherwise it is trivially connected). De-
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fine then Ti(x−ij) = {xi : (xi, xj, x−ij) ∈ C1 ∩ C2 for some xj}. By Re-
stricted Solvability, this set is an interval of Xi and, hence, connected. Let
T ′

i (x−ij) be the quotient Ti(x−ij)/ ∼R
i . Define the relation %T on T (x−ij) by

x %T y ⇔ xi %R
i yi. The relation %T is clearly a weak order. Define T ′(x−ij)

by T ′(x−ij) = T (x−ij)/ ∼T . Define the mapping f : T ′
i (x−ij) → T ′(x−ij) by

f(xi) = x iff (xi, xj, x−ij) ∈ T ′(x−ij) for some xj. This mapping is order pre-
serving and surjective (actually, it is bijective). So, T ′

i (x−ij) and T ′(x−ij) are
homeomorphic (Munkres, 2000, Exercise 7.a, p. 158). Consequently, T ′

i (x−ij)
being connected, T ′(x−ij) is also connected and so is T (x−ij). �

For any xi, the set Q(xi) = {(xi, x−i) ∈ C1 ∩ C2} is connected.

Before proving this, let us recall a standard result (hereafter called R1) in
topology: the union of a collection of connected sets that have a point in com-
mon is connected (Munkres, 2000, Th. 23.3). Choose now a point (xi, x

∗
−i) ∈

Q(xi). For any other point (xi, x−i) ∈ Q(xi), we can ‘go’ from (xi, x
∗
−i) to

(xi, x−i) moving consecutively in a succession of at most n−2 sets of the form
T (x−jj′) with xi fixed. Let P (x−i) be the union of those n − 2 sets. Remark
that these sets all have a point in common with the next one in the succession.
We can therefore apply R1 n− 3 times and we find that P (x−i) is connected.
Remark now that

Q(xi) =
⋃

(xi,x−i)∈Q(xi)

P (x−i).

It is an arbitrary union of connected sets with the point (xi, x
∗
−i) in common.

Hence, according to R1, it is connected. �

C1 ∩ C2 is connected.

Choose a point x∗ ∈ C1 ∩ C2. For any other point x ∈ C1 ∩ C2, we can ‘go’
from x∗ to x moving first in a set of the form Q(x∗1) to a point having at least
one coordinate i in common with x and then in a set of the form Q(xi). Let
P ′(x) be the union of these two sets. Of course, P ′(x) is connected. Remark
now that

C1 ∩ C2 =
⋃

x∈C1∩C2

P ′(x).

It is an arbitrary union of connected sets all having the point x∗ in common.
Hence, thanks again to R1, it is connected. �

The set S is connected.

First note that S is the projection of the connected set C1 ∩ C2 on X−1. A
projection mapping is always continuous since the image of an open set under
the inverse of a projection mapping is open, by construction (Munkres, 2000,
p. 87). The image of a connected set under a continuous mapping is connected
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(Munkres, 2000, Th. 23.5). Hence S is connected. �

For any xi, with i 6= 1, the set {y−1 ∈ S : yi = xi} is connected.

This is obvious since this set is the projection of the connected set Q(xi) on
X−1. �

Let us define %∗ on S by letting

x−1 %∗ y−1 ⇔ ∃x1 ∈ X1 :


(x1, x−1) ∈ C2

and

(x1, y−1) ∈ C1.

(A.2)

We will show that this relation 4 admits an additive representation but, be-
cause it is not defined on the complete product set X−1 but only on a subset
of it, we cannot use the standard representation theorems of, for example, De-
breu (1960) or Krantz et al. (1971) but we must use special theorems dealing
with incomplete product sets. Before doing so, we prove a series of statements
about %∗.

%∗ is complete.

Suppose %∗ is not complete. Then, @x1 ∈ X1 : (x1, x−1) ∈ C2, (x1, y−1) ∈ C1

and @x′1 ∈ X1 : (x′1, x−1) ∈ C1, (x′1, y−1) ∈ C2. So, for all y1 ∈ X1, (y1, x−1)
and (y1, y−1) both belong to I1 or to I2. We know this is false since, for at
least one z1 ∈ X1, (z1, x−1) ∈ C1 ∩ C2. �

%∗ is transitive.

Suppose x−1 %∗ y−1 and y−1 %∗ z−1. So, there is x1 : (x1, x−1) ∈ C2, (x1, y−1) ∈
C1 and y1 : (y1, y−1) ∈ C2, (y1, z−1) ∈ C1. Then two cases are possible: (1)
(y1, y−1) ∈ C2 ∩ C1. By 1-Thinness, (x1, z−1) ∈ C1. (2) (y1, y−1) ∈ I2. By
1-Linearity-I, (x1, z−1) ∈ C1.So, x−1 %∗ z−1. �

%∗ is monotonic (in the sense of Chateauneuf and Wakker, 1993).

Suppose x−1, y−1 ∈ S and yi %R
i xi,∀i ∈ N \ {1}. Since x−1 ∈ S, there is

a1 : (x−1, a1) ∈ C1∩C2. Applying Lemma 3 (n−1) times, we successively find
(x−12, y2, a1) ∈ C2, (x−123, y23, a1) ∈ C2, . . . , (y−1, a1) ∈ C2. This combined
with (x−1, a1) ∈ C1 ∩ C2 implies y−1 %∗ x1. �

4 It can be shown that %∗ is identical to the restriction of %R
−1 to S.
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%∗ is strictly monotonic (in the sense of Chateauneuf and Wakker, 1993).

Suppose x−1, y−1 ∈ S, yi %R
i xi,∀i ∈ N \ {1} and yj �R

j xj, for some
j ∈ N \ {1}. Since x−1 ∈ S, there is a1 : (x−1, a1) ∈ C1 ∩ C2. Applying
Lemma 4, we find (x−1j, yj, a1) ∈ I2. Applying then Lemma 3 (n−2) times, we
successively find (x−1j2, yj2, a1) ∈ I2, (x−1j23, yj23, a1) ∈ I2, . . . , (y−1, a1) ∈ I2.
This combined with (x−1, a1) ∈ C1 ∩ C2 implies y−1 %∗ x1. �

%∗ is continuous.

For any x−1 ∈ S, let R+(x−1) = {y−1 ∈ S : y−1 �∗ x−1}. By definition of S,
there is x∗1 such that (x∗1, x−1) ∈ C1 ∩ C2. For any y−1 ∈ Q(x∗1), y−1 ∼∗ x−1.
Similarly, for any y−1 ∈ Q(x∗1) and z−1 ∈ R+(x−1), we have z−1 �∗ y−1. We
now prove that R+(x−1) is open. This we do by showing that for any z−1 in
R+(x−1) there is an open box in R+(x−1) containing z−1. Because z−1 lies in
S, we can construct an open box B(z−1) in S around z−1 as in (A.1).

B(z−1) =
∏

i∈N\{1}
]z′′i , z

′
i[i.

If this box lies entirely within R+(x−1) then we are done. If not, then take any
y−1 ∈ Q(x∗1) such that zi �R

i yi,∀i ∈ N \ {1}. Because Xi is connected, there
are wi : zi �R

i wi �R
i yi,∀i ∈ N \{1}. By strict monotonicity, w−1 �∗ y−1 and,

so, w−1 ∈ R+(x−1). Consider then the box∏
i∈N\{1}

]wi, z
′
i[i.

It is open and lies entirely within R+(x−1). Hence, R+(x−1) is open. Let us
now define R−(x−1) = {y−1 ∈ S : x−1 �∗ y−1}. Following the same reasoning
as above, we can show that R−(x−1) is open. So, we have proven that %∗ is
continuous. �

%∗ is Thomsen (in the sense of Chateauneuf and Wakker, 1993).

We need to check this only if n = 3. Suppose %∗ is not Thomsen. There ex-
ists then x1, y1, z1 ∈ X1, x2, y2, z2 ∈ X2, x3, y3, z3 ∈ X3 such that (x1, y2, z3) ∈
C1 ∩ C2, (y1, x2, z3) ∈ C1 ∩ C2, (y1, z2, x3) ∈ C1 ∩ C2, (z1, y2, x3) ∈ C1 ∩ C2,
(x1, z2, y3) ∈ C1 ∩C2 and (z1, x2, y3) /∈ C1 ∩C2. If two of x1, y1, z1 are equiva-
lent in %R

1 , it is easy to see that we have a contradiction. So, we can suppose
without loss of generality that z1 �R

1 y1 �R
1 x1. Consider first the case where

(z1, x2, y3) ∈ I2. Then, (x1, y2, z3) ∈ C1 ∩ C2 implies (y1, y2, z3) ∈ I2 and this
implies in turn y2 �R

2 x2. Similarly, (y1, z2, x3) ∈ C1 ∩C2 implies (z1, z2, x3) ∈
I2 and this implies in turn z2 �R

2 y2. Now, z2 �R
2 y2 and (x1, y2, z3) ∈ C1 ∩C2

imply (x1, z2, z3) ∈ I2. This, combined with (x1, z2, y3) ∈ C1 ∩ C2 implies
z3 �R

3 y3. Similarly, y1 �R
1 x1 and (y1, z2, x3) ∈ C1∩C2 imply (x1, z2, x3) ∈ I1.
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From this, we find y3 �R
3 x3. Because X1, X2 and X3 are connected, there is

(w1, w2, w3) ∈ I2 with z1 �R
1 w1, x2 �R

2 w2 and y3 �R
3 w3. Because y3 �R

3 w3,
we find (x1, z2, w3) ∈ I1. Because x2 �R

2 w2, we find (y1, w2, z3) ∈ I1. Because
z1 �R

1 w1, we find (w1, y2, x3) ∈ I1. By Connectedness, there is w′
2 �R

2 z2 such
that (x1, w

′
2, w3) ∈ I1. By strict monotonicity, (y1, w

′
2, x3) ∈ I2. By Connect-

edness, there is w′
3 �R

3 z3 such that (y1, w2, w
′
3) ∈ I1. By strict monotonicity,

(x1, y2, w
′
3) ∈ I2.

We now apply Double Cancellation with (w1, w2, w3), (y1, w
′
2, x3) and (x1, y2, w

′
3).

It yields that one of (x1, w
′
2, w3), (y1, w2, w

′
3) and (w1, y2, x3) belongs to C2. A

contradiction.

The case where (z1, x2, y3) ∈ I1 is treated in a similar way. �

%∗ is Independent in the sense of Chateauneuf and Wakker (1993), that is
(xi, a−i1) %∗ (xi, b−i1) for some xi, i 6= 1, and a−i1, b−i1 ∈ X−i1 is equivalent to
(yi, a−i1) %∗ (yi, b−i1) for all yi ∈ Xi.

Indeed, contrary to Independence of %∗, suppose (xi, a−i1) %∗ (xi, b−i1) and
(yi, b−i1) �∗ (yi, a−i1). So, by definition of %∗, there is z1, r1 : (z1, xi, a−i1) ∈
C2, (z1, xi, b−i1) ∈ C1, (r1, yi, b−i1) ∈ C2, (r1, yi, a−i1) ∈ C1 and,

∀w1, (w1, yi, a−i1) ∈ C2 ⇒ (w1, yi, b−i1) ∈ I2. (A.3)

By Lemma 8, (z1, xi) ∼R
1i (r1, yi). So, by Lemma 3, (z1, xi, a−i1) ∈ C1 ∩ C2,

(z1, xi, b−i1) ∈ C1 ∩C2, (r1, yi, b−i1) ∈ C1 ∩C2 and (r1, yi, a−i1) ∈ C1 ∩C2. By
(A.3), (r1, yi, b−i1) ∈ I2. A contradiction. �

The equivalence classes of %∗ are connected.

This is obvious since an equivalence class of %∗ is the projection of a connected
set Q(x1) on X−1. �

The statements we proved about S and %∗ imply the conditions of Theorem 4
(Corollary 2.3 of Chateauneuf and Wakker, 1993). To see this, substitute X−1

by Y , N \ {1} by M , S by E, %∗ by ≥◦ and %R
i by ≥◦

i.

Hence, there exists n− 1 mappings vi : Xi → R, i ∈ {2, . . . , n}, such that

x−1 %∗ y−1 ⇔
n∑

i=2

vi(xi) ≥
n∑

i=2

vi(yi). (A.4)

Furthermore, the mappings vi are unique up to n− 1 positive affine transfor-
mations with the same multiplicative constant.
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Define now v1 : X1 7→ R by letting

v1(x1) = s2 −
n∑

i=2

vi(xi) if (x1, x−1) ∈ C1 ∩ C2 (A.5)

where s2 is any real number. The mapping v1 is defined for all x1 in X1. Indeed,
suppose there are y1, z1 such that (y1, x−1), (z1, x−1) ∈ I1 for all x−1 ∈ X−1.
We necessarily have y1 ∼R

1 z1 and there is no w1 ∈ X1 such that y1 �R
1 w1.

Hence, 〈X1,%R
1 〉 has a minimal element, a contradiction.

The mapping v1 is well-defined: if (x1, x−1) ∈ C1∩C2 and (x1, y−1) ∈ C1∩C2,
then x−1 ∼∗ y−1 and, so,

∑n
i=2 vi(xi) =

∑n
i=2 vi(yi).

It is easy to see that

(x1, x−1) ∈ C1 ∩ C2 ⇒
n∑

i=1

vi(xi) = s2.

Suppose now that
∑n

i=1 vi(xi) = s2 and x /∈ C1 ∩ C2. There is then y−1 such
that (x1, y−1) ∈ C1 ∩ C2 and such that

∑n
i=2 vi(xi) =

∑n
i=2 vi(yi). Hence, by

the representation (A.4), y−1 ∼∗ x−1. So, according to the definition of %∗,

∃w1 ∈ X1 : (w1, x−1) ∈ C2 and (w1, y−1) ∈ C1

and

∃z1 ∈ X1 : (z1, x−1) ∈ C1 and (z1, y−1) ∈ C2.

By Lemma 8, this amounts to w1 ∼R
1 z1. Then, by Lemma 3, (w1, x−1) ∈ C1∩

C2 and (w1, y−1) ∈ C1∩C2. By (n−1)-Thinness (Lemma 7), (x1, y−1) ∈ C1∩C2

implies (x1, x−1) ∈ C1 ∩ C2. A contradiction. Hence,

n∑
i=1

vi(xi) = s2 ⇔ x ∈ C1 ∩ C2

and, this is obvious,

n∑
i=1

vi(xi) ≥ s2⇔x ∈ C2 (A.6)

n∑
i=1

vi(xi) ≤ s2⇔x ∈ C1, (A.7)

which is the additive representation we were looking for. Any positive affine
transformation (the same one for all attributes) of the mappings ui also rep-
resents 〈X, (C1, C2)〉 provided that the threshold s2 is adapted accordingly.
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We finally prove that v1 is continuous. Consider any x ∈ C1 ∩ C2. Using the
same reasoning as when we proved that S is open, we find x′1, x

′′
1, x

′
2 and x′′2 such

that x′1 ≺R
1 x1 ≺R

1 x′′1, (x′1, x
′
2, x−12) ∈ C1 ∩ C2 and (x′′1, x

′′
2, x−12) ∈ C1 ∩ C2.

For each y1 : x′1 -R
1 y1 -R

1 x′′1, there is y2 : (y1, y2, x−12) ∈ C1 ∩ C2. Similarly,
for each y2 : x′′2 -R

2 y2 -R
2 x′2, there is y1 : (y1, y2, x−12) ∈ C1 ∩ C2. Clearly,

for any y1 ≺R
1 y′1, if y2 and y′2 are such that (y1, y2, x−12) ∈ C1 ∩ C2 and

(y′1, y
′
2, x−12) ∈ C1 ∩C2, we have y2 �R

2 y′2. Hence, [x′1, x
′′
1]1 and [x′′2, x

′
2]2 being

connected, the mapping ψ : [x′1, x
′′
1]1 → [x′′2, x

′
2]2 defined by ψ(y1) = y2 such

that (y1, y2, x−12) ∈ C1∩C2 is continuous as well as ψ−1. So, given x ∈ C1∩C2,
we can rewrite (A.5) as

v1(y1) = s2 −
n∑

i=3

vi(xi)− v2(x2) if (y1, x−1) ∈ C1 ∩ C2 (A.8)

=K − v2(ψ(y1)), (A.9)

for all y1 ∈ [x′1, x
′′
1]1. Because ψ and v2 are continuous, v1 is also continuous

on ]x′1, x
′′
1[1. Since this holds for all x1 in X1, v1 is everywhere continuous. 2

A.3 Proof of Theorem 1

Before proving Theorem 1, we prove one lemma. Let bi and ti respectively
denote the minimal and maximal elements (when they exist) of the quotient
X ′

i = Xi/ ∼R
i . If bj exists for all j ∈ N \ {i}, define b−i = (bj)j∈N\{i}. If tj

exists for all j ∈ N \ {i}, define t−i = (tj)j∈N\{i}.

Lemma 10 Assume the conditions of Theorem 1 and suppose bi is defined.
If @x−i ∈ Int(X−i) such that (bi, x−i) ∈ C1∩C2, then one of the following two
cases holds.

(1) t−i is defined and (bi, t−i) ∈ C1 ∩ C2.
(2) t−i is not defined and @x−i ∈ X−i : (bi, x−i) ∈ C1 ∩ C2.

Proof. We first prove that both cases are possible. Case 1: let X = [0, 1]3,
x ∈ C2 iff x1 + x2 + x3 ≥ 2 and x ∈ C1 iff x1 + x2 + x3 ≤ 2; bi = 0 and
ti = 1 on all dimensions; besides, (bi, t−i) ∈ C1 ∩ C2 for all i. Case 2: let
X = [0, 1]×]0, 1[2, x ∈ C2 iff x1 + x2 + x3 ≥ 2 and x ∈ C1 iff x1 + x2 + x3 ≤ 2;
b1 = 0 but t2 and t3 are not defined; besides there is no x−1 : (0, x−1) ∈ C1∩C2.

We now prove that no other case is possible. We must consider three cases.

(i) t−i is defined and (bi, t−i) ∈ I1. Consider any x in C1 ∩ C2. By strict
monotonicity (Lemma 4), (xi, t−i) ∈ I2. By Restricted Solvability, there is
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yi : (yi, t−i) ∈ C1 ∩C2. By strict monotonicity, bi ≺R
i yi. Clearly, there is no

zi : bi ≺R
i zi ≺R

i yi. So, Xi is not connected. A contradiction.
(ii) t−i is defined and (bi, t−i) ∈ I2. Because the covering is not degenerate,

there is x−i such that (bi, x−i) ∈ I1. Otherwise, by Monotonicity, we would
have y ∈ C2 for all y ∈ X. Note that x−i 6= t−i and x−i /∈ Int(X−i). Since
Xj is connected, for each j 6= i, we can find zj ≺R

j tj and very ‘close’ to tj
such that (bi, z−i) ∈ I2. By Lemma 1, (bi, x−i) ∈ I1 and (bi, z−i) ∈ I2 imply
there is w−i such that (bi, w−i) ∈ C1∩C2. By monotonicity, wj -R

j zj ∀j 6= i
and, hence, w−i ∈ Int(X−i). A contradiction.

(iii) t−i is not defined and ∃x−i ∈ X−i : (bi, x−i) ∈ C1 ∩ C2. Note that,
for some (but not all) j 6= i, xj = tj. Let I = {j : xj = tj}. So, we
can write (bi, x−i) as (bi, tI , x−iI). Choose any j ∈ N \ (I ∪ {i}). Since
xj 6= tj, there is yj �R

j xj. By strict monotonicity, (bi, tI , x−ijI , yj) ∈ I2.

Choose any l(1) ∈ I. By connectedness, there is yl(1) ≺R
l(1)

tl(1) and such that
(bi, tI−l(1) , yl(1) , x−ijI , yj) ∈ I2. By strict monotonicity, (bi, tI−l(1) , yl(1) , x−iI) ∈
I1. By Restricted Solvability, there is w

(1)
j : (bi, tI−l(1) , yl(1) , x−ijI , w

(1)
j ) ∈

C1∩C2. Compared to the object (bi, tI , x−iI) that we started with, this one
contains one less ‘top’ coordinate (tl(1)) and one more interior coordinate
(yl(1)). Let us repeat this process with coordinates j (the same as before)

and l(2) ∈ I \ {l}. We obtain (bi, tI−l(1)l(2) , yl(1)l(2) , x−ijI , w
(2)
j ) ∈ C1 ∩ C2

If we repeat this process #I times, we will finally obtain an object
(bi, yI , x−ijI , w

(#I)
j ) containing no top coordinate but contained in C1 ∩C2.

A contradiction. 2

Proof of Theorem 1. If Xi is unbounded for all i in N , then we can
directly apply Proposition 1 and we are done. We now look at the case where
at least one dimension is not unbounded. Let us first restrict our attention
to Int(X), in the product topology induced by the weak orders %R

i . The set
Int(X) is the product

∏
i∈N Int(Xi) and Int(Xi) is unbounded for all i. Hence,

applying Proposition 1, we can find an additive representation (ui)i∈N on
Int(X). We will now extend it to X, i.e., we will fix, for each dimension i,
ui(bi) and ui(ti), if they exist. We show how to do this only for for bi.

If there is x−i ∈ Int(X−i) : (bi, x−i) ∈ C1 ∩ C2, then fix

ui(bi) = s2 −
∑

j∈N\{i}
uj(xj).

Otherwise, by Lemma 10, one of the following two cases can arise.

(1) t−i is not defined and @x−i ∈ X−i : (bi, x−i) ∈ C1 ∩ C2. We must choose
ui(bi) smaller than ui(xi) for any xi �R

i bi. We then choose ui(bi) =
inf{ui(xi) : xi ∈ Int(Xi)} so that ui(Xi) is connected and ui is continuous.

(2) t−i is defined and (bi, t−i) ∈ C1 ∩ C2. Choose any l(1) 6= i. By connect-
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edness, there is yl(1) ≺R
l(1)

tl(1) . By strict monotonicity, (bi, t−il(1) , yl(1)) ∈
I1. By connectedness, there is w

(1)
i : (w

(1)
i , t−il(1) , yl(1)) ∈ I1. By strict

monotonicity, (w
(1)
i , t−i) ∈ I2. By Restricted Solvability, there is wl(1) :

(w
(1)
i , t−il(1) , wl(1)) ∈ C1∩C2. We follow the same reasoning for dimension

l(2) 6= i, l(1) and we obtain (w
(2)
i , t−il(1)l(2) , wl(1)l(2)) ∈ C1 ∩ C2. We follow

the same reasoning for all coordinates but i and l and we finally obtain
an object (w

(n−2)
i , tl, w−il) ∈ C1 ∩ C2. We then fix

ul(tl) = s2 − ui(w
(n−2)
i )−

∑
j∈N\{i,l}

uj(wj).

We do this for all l 6= i. We finally take ui(bi) = s2 −∑
j∈N\{i} uj(tj). 2

A.4 Proof of Corollary 1

Just as we did with Theorem 1, we first prove a result where influence of each
attribute is replaced by unboundedness.

Proposition 2 Consider a structure 〈X, (C1, C2)〉 with n ≥ 3 and (C1, C2) a
partition of X such that Xi is unbounded and connected in the interval topology
induced by %R

i , for every i ∈ N . Then it has a continuous representation in
the Additive Model Without Frontier iff it satisfies 1-Linearity-I, 2-Linearity-I
(when n > 3), Double Cancellation (when n = 3) and C2 is open in the product
topology generated by the interval topology on each Xi. The mappings ui are
unique up to n positive affine transformations with the same multiplicative
constant.

Proof. Consider the structure 〈X, (C1,Cl(C2))〉, where Cl(C2) denotes the
topological closure of C2 in X. This structure is an ordered covering and it is
non-degenerate because, (C1, C2) being a partition, C1 6= ∅ 6= C2. It is easy to
check that this new structure satisfies 1-Linearity-I and 2-Linearity-I. We now
prove that it also satisfies Restricted Solvability, 1-Thinness, 1-Linearity-F and
Double Cancellation.

〈X, (C1,Cl(C2))〉 satisfies Restricted Solvability.

Suppose (xi, a−i) ∈ C1 and (yi, a−i) ∈ Cl(C2). Let V (a−i) = {wi : (wi, a−i) ∈
C1} and W (a−i) = {wi : (wi, a−i) ∈ C2}. Note that V (a−i) 6= ∅ 6= W (a−i).
By Lemma 3, (wi, a−i) %R

i (w′
i, a−i) for all wi ∈ W (a−i), w

′
i ∈ V (a−i). Because

(C1, C2) is a partition of X, V (a−i) and W (a−i) form a partition of Xi. Since
Xi is connected, one of V (a−i),W (a−i) must be open and the other one closed.
Because C2 is open, it is clear that W (a−i) is open, and, hence, V (a−i) is
closed. Let W ′(a−i) = {wi : (wi, a−i) ∈ Cl(C2)}. We have W (a−i) ⊆ W ′(a−i).
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If W (a−i) ⊂ W ′(a−i), then V (a−i) ∩W ′(a−i) 6= ∅ and Restricted Solvability
holds. If W (a−i) = W ′(a−i), then W (a−i) is closed but we have shown that
this is not possible. �

〈X, (C1,Cl(C2))〉 satisfies 1-Thinness.

Suppose (xi, a−i) ∈ C1 ∩ Cl(C2). As shown above, Xi can be written as
V (a−i)∪W (a−i). Since V (a−i) is closed and W (a−i) 6= ∅, ∃zi : zi %R

i wi ∀wi ∈
V (a−i). So, V (a−i) = {wi : wi -R

i zi} and W (a−i) = {wi : wi �R
i zi}. It

is easily seen that W ′(a−i) = Cl(W (a−i)) = {wi : wi %R
i zi}. So, xi ∼R

i zi.
Similarly, (yi, a−i) ∈ C1 ∩ Cl(C2) implies xi ∼R

i zi ∼R
i yi and, by definition of

%R
i , (xi, b−i) ∈ C1 ∩ Cl(C2) and (yi, b−i) ∈ C1 ∩ Cl(C2). �

〈X, (C1,Cl(C2))〉 satisfies 1-Linearity-F.

Suppose

(xi, a−i) ∈ C1 ∩ Cl(C2) , (yi, a−i) /∈ Cl(C2), (A.10)

(yi, b−i) ∈ C1 ∩ Cl(C2) , (xi, b−i) /∈ Cl(C2). (A.11)

From (A.10) and the discussion about Restricted Solvability (two paragraphs
earlier), we find xi �i yi. From (A.11), we find yi �i xi. A contradiction. �

〈X, (C1,Cl(C2))〉 satisfies Double Cancellation.

We need to check this only for n = 3. If x ∈ Cl(C2) \ C1, then x ∈ C2. So,
〈X, (C1,Cl(C2))〉 violates Double Cancellation if there are xi, yj, xh, yi, zj, yh, zi, xj, zh

such that

(xi, yj, xh) ∈ C2,

(yi, zj, yh) ∈ C2,

(zi, xj, zh) ∈ C2,

(yi, xj, xh) /∈ Cl(C2),

(zi, yj, yh) /∈ Cl(C2),

(xi, zj, zh) /∈ Cl(C2).

The set Xh being unbounded and connected, there are x′h �R
h xh, y′h �R

h yh

and z′h �R
h zh such that (yi, xj, x

′
h) ∈ C1, (zi, yj, y

′
h) ∈ C1 and (xi, zj, zh) ∈ C1.

By strict monotonicity, (xi, yj, x
′
h) ∈ C2, (yi, zj, y

′
h) ∈ C2 and (zi, xj, z

′
h) ∈ C2.

Hence, 〈X, (C1, C2)〉 violates Double Cancellation. A contradiction. �

So, by Theorem 1, there is a representation 〈(ui)i∈N , (s
k)k=1,...,3〉 of 〈X, (C1,Cl(C2))〉

in the Additive Model With Frontier. It is then clear that 〈(ui)i∈N , (s
k)k=1,...,3〉

is also a representation of 〈X, (C1, C2)〉 in the Additive Model Without Fron-
tier. 2
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Proof of Corollary 1. We can now replicate the reasoning that we used
in Section A.3 (proof of Lemma 10 and Theorem 1). The only difference is
that we everywhere replace C2 by Cl(C2).

A.5 Proof of Theorem 2

Our strategy for proving Theorem 2 will be to first prove the result when Xi

is unbounded for all i ∈ N . We will then handle the general case. But, first,
some notation and two lemmas.

For any k ∈ R+ and i ∈ N , define the relation %k
i on Xk

i by xi %k
i yi iff,

∀a−i ∈ X−i,

• (yi, a−i) ∈ Ck ∩ Ck−1 implies (xi, a−i) ∈ Ck
≥ and

• (yi, a−i) ∈ Ik implies (xi, a−i) ∈ Ik
≥.

Lemma 11 Assume all conditions of Theorem 2. Then, for any k ∈ R+, the
restriction of %R

i to Xk
i is identical to %k

i for all i ∈ N . In particular, %R
i =%l

i.

Proof. Choose xi and yi in Xk
i . Suppose xi %R

i yi. Then, it follows easily
from the definition of %R

i and %k
i that xi %k

i yi. Suppose now that xi %k
i yi

and, contrary to what we must prove, yi �R
i xi. Then we must have xi ∼k

i yi

and yi �k′
i xi for some k′ 6= k. The indifference xi ∼k

i yi implies the existence
of a−i such that (xi, a−i) ∈ Ck−1 ∩ Ck and (yi, a−i) ∈ Ck−1 ∩ Ck. Then, by 1-
Thinness, (xi, b−i) ∈ Ck′

≥ iff (yi, b−i) ∈ Ck′
≥ and (xi, b−i) /∈ Ik′

≥ iff (yi, b−i) /∈ Ik′
≥ .

This contradicts the fact that yi �k′
i xi and concludes the proof. 2

Lemma 12 Assume all conditions of Theorem 2 and that Xi is unbounded
for all i ∈ N . Then (xij, a−ij) ∈ Ck−1 ∩ Ck, (yij, b−ij) ∈ C l−1 ∩ C l and
(yij, a−ij) ∈ Ck−1 ∩ Ck imply (xij, b−ij) ∈ C l−1 ∩ C l.

Proof. Suppose (xij, a−ij) ∈ Ck−1∩Ck, (yij, b−ij) ∈ C l−1∩C l and (yij, a−ij) ∈
Ck−1 ∩ Ck but (xij, b−ij) /∈ C l−1 ∩ C l. Two cases can arise: (xij, b−ij) /∈ C l

≥
or (xij, b−ij) ∈ I l

≥. Suppose first (xij, b−ij) /∈ C l
≥. By Connectedness, there is

x′i �R
i xi such that (x′i, xj, b−ij) /∈ C l

≥. By strict monotonicity (Lemma 4),
(x′i, xj, a−ij) ∈ Ik

≥. By connectedness and unboundedness, there is b′h �R
h bh

(i 6= h 6= j) such that (x′i, xj, b
′
h, b−ijh) /∈ C l

≥. By Lemma 4, (yij, b
′
h, b−ijh) ∈ I l

≥.
This contradicts 2-Linearity-I.

Suppose now (xij, b−ij) ∈ I l
≥. This case is handled like the previous one. So,

(xij, b−ij) ∈ C l−1 ∩ C l. 2
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Proof of Theorem 2. We first handle the unbounded case. By definition,
Xk is a Cartesian product. The sets Ck,2 and Ck,1 form a covering of Xk and
clearly satisfy all conditions of Proposition 1. Hence, for k ∈ R+, there is
an additive representation 〈(vk

i )i∈N〉 of 〈Xk, (Ck,2, Ck,1)〉 such that, for every
k ∈ R+, we have

n∑
i=1

vk
i (xi) ≥ sk ⇔ x ∈ Ck,2 , (A.12)

n∑
i=1

vk
i (xi) ≤ sk ⇔ x ∈ Ck,1 . (A.13)

By construction, in each representation 〈(vk
i )i∈N〉, the frontier between Ck,2

and Ck,1 is a (hyper)plane with slope −1 in all directions.

Thanks to Overlap, we know that Xk ⊆ X l = X. For the sake of definiteness,
suppose k > l (if k < l, a symmetric reasoning can be used). We have seen
in Lemma 11 that vl

i and vk
i are two continuous representations of the same

relation %R
i (restricted to Xk

i ), for all i ∈ N . Hence, they are identical up
to a continuous strictly increasing transformation. So, because the image of
Ck−1 ∩Ck through 〈(vk

i )i∈N〉 is a hyperplane, its image through 〈(vl
i)i∈N〉 is a

connected strictly decreasing hypersurface lying above the image of C l−1∩C l.
Actually, we will show that the image of Ck−1∩Ck through the representation
〈(vl

i)i∈N〉 is also a (hyper)plane, parallel to the one representing the frontier
between C l and C l−1.

Consider the set Ek
i = {xi ∈ Xi : (y−i, xi) ∈ Ck−1 ∩ Ck for some y−i ∈ X−i

and (y−i, y
′
i) ∈ C l−1 ∩C l for some y′i ∈ Xi}. This set has no minimal element,

because, all Xj being unbounded, there is no minimal y′i : (y−i, y
′
i) ∈ C l−1∩C l.

It is not empty because, by Overlap, it contains x
(i)
i . Notice that xi ∈ Ek

i and
zi �R

i xi imply zi ∈ Ek
i (because the image of Ck−1 ∩ Ck lies above that of

C l−1 ∩ C l ).

Choose some zi ∈ Ek
i . There is z−i ∈ X−i : z ∈ Ck−1 ∩ Ck and there is z′i ∈

Xi : (z′i, z−i) ∈ C l−1 ∩ C l. Choose now any j, h 6= i. For all wjh : (wjh, z−jh) ∈
Ck−1 ∩ Ck, Lemma 12 implies (wjh, z−ijh, z

′
i) ∈ C l−1 ∩ C l. So, for all wjh :

(wjh, z−jh) ∈ Ck−1 ∩ Ck,

vl
j(wj) + vl

h(wh) +
∑

g∈N\{j,h}
vl

g(zg)

= vl
j(wj) + vl

h(wh) +
∑

g∈N\{i,j,h}
vl

g(zg) + vl
i(z

′
i) + κ = σl + κ,

where κ = vl
i(zi) − vl

i(z
′
i). So, for all wjh : (wjh, z−jh) ∈ Ck−1 ∩ Ck, the

sum vl
j(wj) + vl

h(wh) +
∑

g∈N\{j,h} v
l
g(zg) is constant. This implies that the

image of the set djh(z) = {(wjh, z−jh) ∈ Ck−1 ∩ Ck} is a straight line in the
representation 〈(vl

i)i∈N〉, for any z ∈ Ck−1 ∩ Ck with zi ∈ Ek
i and j, h 6= i.

Let ei(z) be defined as
⋃

j,h 6=i djh(z). Since all sets in ei(z) have the point z in
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common, the image of the set ei(z) lies in a hyperplane with n− 1 dimensions
in the representation 〈(vl

i)i∈N〉.

Remark that, for any w ∈ ei(z), w differs from z on exactly two dimensions
(or zero if w = z). Remark also that, for any w ∈ ei(z), we can define ei(w)
and show that the image of the set ei(w) through the representation 〈(vl

i)i∈N〉
lies in a hyperplane: the same one as ei(z) because w ∈ ei(z) ∩ ei(w). For
any w′ ∈ ei(w), w′ differs from z on two, three or four dimensions (or zero if
w′ = z) and we can define ei(w

′) and show that the image of the set ei(w
′)

through the representation 〈(vl
i)i∈N〉 lies in the same hyperplane as ei(z). For

any w′′ ∈ ei(w
′), w′′ differs from z on two, three, four, five or six dimensions

(or zero if w′′ = z). Going on like this, we see that, starting from z, we can
reach points differing from z on any number of dimensions between 2 and n.
Now, is there w∗

−i ∈ X−i such that (zi, w
∗
−i) ∈ Ck−1 ∩ Ck and (zi, w

∗
−i) cannot

be reached from z in the same way as above ? The answer is ‘no’. Indeed,
remember that Ck−1∩Ck has an additive representation, so that the image of
Ck−1 ∩ Ck through the representation 〈(vk

i )i∈N〉 is a hyperplane in the image
of Xk. The image of the set of all points (zi, w

∗
−i) ∈ Ck−1 ∩Ck (with zi fixed)

through the representation 〈(vk
i )i∈N〉 is therefore a hyperplane in the image of

zi×Xk
−i. So, starting from z in this hyperplane, we can reach any other point

of this hyperplane in a finite number of moves as described above (the image
of each move being a line segment). We therefore conclude that the image of
the set gi(zi) =

⋃
z−i:z∈Ck−1∩Ck ei(z) through the representation 〈(vl

i)i∈N〉 lies
in a hyperplane with n− 1 dimensions, for any zi ∈ Ek

i and any i ∈ N .

Define finally Di =
⋃

zi∈Ek
i
gi(zi). Since two sets gi(zi) and gi(z

′
i) have no points

in common, we do not know yet whether Di lies in a hyperplane. We have to
prove this. We do it by showing that, for any zi, z

′
i ∈ Ek

i and j ∈ N , there

are two sequences w
(1)
j , w

(2)
j , w

(3)
j , . . . , w

(q)
j and z

(2)
i , z

(3)
i , . . . , z

(q)
i with q ≥ 1 5

such that gi(zi)∩ gj(w
(1)
j ) 6= ∅, gi(z

′
i)∩ gj(w

(q)
j ) 6= ∅, gj(w

(h)
j )∩ gi(z

(h+1)
i ) 6= ∅ 6=

gj(w
(h+1)
j ) ∩ gi(z

(h+1)
i ), for all h : 1 ≤ h < q − 1. We consider two cases (see

fig. A.1).

(a) For some h 6= i, there is yh such that (yh, y−h) /∈ Ck−1 ∩ Ck for all

y−h ∈ X−h. Then, clearly, for any zi, z
′
i ∈ Ek

i and j ∈ N , there is w
(1)
j ∈ Ek

j

such that gj(w
(1)
j ) intersects gi(zi) and gi(z

′
i). So, in this case, q = 1.

(b) For some h 6= i, for some yh and for all zh : zh ≺R
h yh, there is w−h such

that (zh, w−h) ∈ Ck−1 ∩ Ck. It can then happen (as in fig. A.1) that, for

some j ∈ N , there is no w
(1)
j ∈ Ek

j such that gj(w
(1)
j ) intersects gi(zi) and

gi(z
′
i). We then need to use a sequence with q > 1. Notice first that, for

any xi ∈ Ek
i , there is wj ∈ Ek

j such that gj(wj) intersects gi(xi). Similarly,
for any xj ∈ Ek

j , there is wi ∈ Ek
i such that gi(wi) intersects gj(xj). So,

5 If q = 1, the second sequence is not defined
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starting from zi, we find w
(1)
j such that gj(w

(1)
j ) intersects gi(zi). If gj(w

(1)
j )

does not intersect gi(z
′
i), we find z

(2)
i such that gj(w

(1)
j ) intersects gi(z

(2)
i ).

We then find w
(2)
j such that gj(w

(2)
j ) intersects gi(z

(2)
i ). If gj(w

(2)
j ) does not

intersect gi(z
′
i), we find z

(3)
i such that gj(w

(2)
j ) intersects gi(z

(3)
i ). And so

on. At each iteration of this process, z
(h)
i comes closer and closer to z′i. In

the representation 〈(vk
i )i∈N〉, the distance between z

(h)
i and z′i decreases by

a finite quantity at each step and we can manage to hold this quantity
constant. So, after some iterations, z

(h)
i is so close to z′i that we are sure we

can find w
(h)
j intersecting gi(z

′
i).

j

j

h

i

Cl-1∩Cl

Ck-1∩Ck

gj(wj
(1))

h

i

Cl-1∩Cl Ck-1∩Ck

gj(wj
(1))gi(zi)

gi(zi)
Ei

k Ei
k

gi(z’i)

gi(z’i)

gj(wj
(2))

gi(zi
(2))

Fig. A.1. Images of Ck−1∩Ck and C l−1∩C l through 〈(vl
i)i∈N 〉. Left: case (a). Right:

case (b).

Consider now two sets gi(zi) and gi(z
′
i) with zi, z

′
i ∈ Ek

i . These sets have
no point in common but we have just proven that they are ‘linked’ by the
sequences w

(1)
j , w

(2)
j , w

(3)
j , . . . , w

(q)
j and z

(2)
i , z

(3)
i , . . . , z

(q)
i So,

∑
i∈N v

l
i(xi) is the

same for all points x in gi(zi), gi(z
′
i), gj(w

(h)
j ) and gi(z

(h)
i ). Since this holds for

all zi, z
′
i ∈ Ek

i , the image of the set Di through the representation 〈(vl
i)i∈N〉 lies

in a hyperplane. It clearly intersects Dj. Finally, the image of D =
⋃

i∈N Di

through the representation 〈(vl
i)i∈N〉 lies in a hyperplane (see fig. A.2).

j

h

i

Cl-1∩Cl Ck-1∩Ck

D

Ei
k

Ej
k

Eh
k

Fig. A.2. Image of the set D through 〈(vl
i)i∈N 〉.

Choose now one dimension, say i∗. Define G = Ek
i∗ ×

∏
j 6=i∗ X

k
j , H1 = Ck ∩G

and H2 = Ck+1 ∩ G. The structure 〈G, (H1, H2)〉 satisfies all conditions of
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Proposition 1. Hence, it has an additive representation. Actually, we have al-
ready found two such representations: one is (vk

i )i∈N , restricted to G and the
other one is (vl

i)i∈N , also restricted to G. Because of the uniqueness state-
ment of Theorem 1, these two representations are related by positive affine
transformations. So, for all i 6= i∗, vk

i is a positive affine transformation of vl
i

(restricted to Xk
i ). The mapping vk

i∗ is also a positive affine transformation of
vl

i∗ , but restricted to Ek
i . If we know repeat the same reasoning with dimen-

sion j∗ instead of i∗, we find that vk
i is a positive affine transformation of vl

i

(restricted to Xk
i ), for all i in N . This implies that the image of Ck−1 ∩ Ck

trhough (vl
i)i∈N lies in a hyperplane: the same as the one in which D lies. This

concludes the proof of the unbounded case.

If Xi is not unbounded for some i in N , then we first restrict our attention
to Int(X), in the product topology induced by the weak orders %R

i . The set
Int(X) is the product

∏
i∈N Int(Xi) and Int(Xi) is unbounded for all i. Hence,

as shown above, we can find an additive representation (vl
i)i∈N on Int(X).

Because %R
i =%l

i, we know that Int(Xi) with respect to %R
i is identical to

Int(Xi) with respect to %l
i. So, we can extend the additive representation

(vl
i)i∈N on Int(X) to X just like in Theorem 1, using C l−1 ∩ C l instead of

C1 ∩ C2.

So far, we know that

• x ∈ Ck ⇐⇒ sk ≤ ∑
i∈N v

l
i(xi) ≤ sk+1, for all x ∈ Int(X) and all k ∈ R;

• x ∈ C l
≥ ⇐⇒ sl ≤ ∑

i∈N v
l
i(xi), for all x /∈ Int(X);

• x /∈ I l
≥ ⇐⇒ ∑

i∈N v
l
i(xi) ≤ sl, for all x /∈ Int(X).

We still have to prove that x ∈ Ck ⇐⇒ sk ≤ ∑
i∈N v

l
i(xi) ≤ sk+1, for all

x /∈ Int(X) and all k ∈ R+ \ {l}.

Suppose x /∈ Int(X) and x ∈ Ck−1 ∩ Ck with k 6= l. Let us show that∑
i∈N v

l
i(xi) = sk. The proof will be complete if we show that Ck−1 ∩ Ck

is connected. Indeed, since the functions vl
i are continuous, the image of the

connected set Ck−1 ∩Ck through
∑

i∈N v
l
i is also a connected set. Hence, sup-

posing that
∑

i∈N v
l
i(xi) 6= sk would lead to a contradiction. So, let us prove

that Ck−1 ∩ Ck is connected. We have proved above (at the beginning of the
proof of Proposition 1) that, when there are two categories, the set C1 ∩C2 is
a connected set in the unbounded case. It is easy to check that this proof also
works when some Xi is not unbounded. Hence, we can use a similar proof to
show that Ck−1 ∩ Ck is a connected set with respect to the topology on Xk

generated by the relations %k
i . Using Lemma 11, we know that %k

i is identical
to %l

i=%R
i on Xk

i . Hence, Ck−1 ∩ Ck is connected in the topology induced on
X by the relations %R

i .

Suppose now x /∈ Int(X),
∑

i∈N v
l
i(xi) = sk and, contrary to what we must

prove, x /∈ Ck−1 ∩ Ck.
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• Suppose x ∈ Ik
≥.

(1) Suppose x has one and only one extremal coordinate j, that is xj ∼R
j tj

or xj ∼R
j bj.

· Suppose xj ∼R
j tj. Choose any i 6= j. There is yi �R

i xi and yj ≺R
j xj

such that vl
i(yi)+v

l
j(yj)+

∑
m∈N\{i,j} v

l
m(xm) = sk. Because (yi, yj, x−ij)

has no extremal coordinate, we know that (yi, yj, x−ij) ∈ Ck−1 ∩ Ck.
By strict monotonicity, (xi, yj, x−ij) /∈ Ck

≥. By Restricted Solvability,
there is zj : (xi, zj, x−ij) ∈ Ck−1∩Ck. But this is not possible because
vl

j(zj) +
∑

m∈N\{j} v
l
m(xm) 6= sk.

· Suppose xj ∼R
j bj. Choose any i 6= j. There is yi ≺R

i xi and yj �R
j xj

such that vl
i(yi)+v

l
j(yj)+

∑
m∈N\{i,j} v

l
m(xm) = sk. Because (yi, yj, x−ij)

has no extremal coordinate, we know that (yi, yj, x−ij) ∈ Ck−1 ∩ Ck.
By strict monotonicity, (xi, yj, x−ij) ∈ Ik

≥. By Restricted Solvability,
there is zj : (xi, zj, x−ij) ∈ Ck−1∩Ck. But this is not possible because
vl

j(zj) +
∑

m∈N\{j} v
l
m(xm) 6= sk.

(2) Suppose x has exactly two extremal coordinates i and j. There are then
four possible cases: (1) xi ∼R

i ti and xj ∼R
j tj, (2) xi ∼R

i ti and xj ∼R
j bj,

(3) xi ∼R
i bi and xj ∼R

j tj, (4) xi ∼R
i bi and xj ∼R

j bj. Let us first handle
case (1). Choose any h 6= i, j. There is yh �R

h xh and yj ≺R
j xj such that

vl
j(yj) + vl

h(yh) +
∑

m∈N\{j,h} v
l
m(xm) = sk. Because (yj, yh, x−jh) has only

one extremal coordinate, we know that (yj, yh, x−jh) ∈ Ck−1 ∩ Ck. By
strict monotonicity, (yj, xh, x−ij) /∈ Ck

≥. By Restricted Solvability, there is
zj : (zj, xh, x−jh) ∈ Ck−1 ∩ Ck. But this is not possible because vl

j(zj) +∑
m∈N\{j} v

l
m(xm) 6= sk. The three other cases lead to a contradiction in

the same way.
(3) We can iterate the same reasoning for three, four, five, . . . extremal coor-

dinates.
(4) When all coordinates are extremal, three cases must be considered : they

are all maximal, all minimal or some are minimal and some are maximal.
The first two cases are impossible because Ik or Ik−1 would be empty.
In the third case, we choose h and j such that xh ∼R

h bh and xj ∼R
j

tj. There is then yh �R
h xh and yj ≺R

j xj such that vl
j(yj) + vl

h(yh) +∑
m∈N\{j,h} v

l
m(xm) = sk. And we proceed as above.

• Suppose x /∈ Ck
≥. This case is treated like the previous one.

So, all these contradictions show that x ∈ Ck−1 ∩ Ck and this concludes the
proof. 2

A.6 Proof of Corollary 2

The strategy of this proof is simple: if we work with the topological closure
of the classes, we obtain a structure that is an ordered covering satisfying all
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conditions of Theorem 2. We then obtain an additive representation of this
ordered covering. It is clear that it also represents the partition. The details
of this proof are omitted because it mimics the proof of Corollary 1.
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