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Depuis une quinzaine d'années, le désenchantement provoqué (cf. par
exemple Sakarovitch (1978)) par les méthodes classiques de la recherche
Opérationnelle, sensible tant chez les "producteurs" que les "consomma-
teurs" d'études, a conduit & une cencentration des efforts sur des pra-
tiques plus "douces" : ce que Bernard Roy a appelé 1'"aide & 1a décision”.
C'est dans ce cadre que le présent travail espére s'insérer.

Ce courant de recherche a, dés 1'origine, donné lieu & une multipli-
cité de méthodes parfois fort différentes. On peut, en simplifiant, les
séparer selon la ligne de partage indiquée par Roy, Vincke et Brans (1975)
entre 1'"Ecole Américaine" et 1'"Ecole Frangaise". L'Ecole Américaine,
s'appuyant sur les développements axiomatiques issus de 1'ouvrage de von
Neumann et Morgenstern (1947), modélise 1'incertitude sous forme de dis-
tribution de probabilités. L'espérance mathématique de cette distribution
sur une échelle d'utilité, construire de fagon appropriée, constitue alors
un critére sur lequel fonder sa décision. L'Ecole Frangaise, avec princi-
palement B. Roy, s'attache pour sa part & mettre en évidence, entre les
différentes actions, une relation dite de "surclassement" dont la fonc-
tion est de refléter la partie des préférences du décideur que 1'on est
en mesure d'asseoir avec suffisamment de probance. La définition de cette
relation de surclassement s'opére, indépendamment de toute considération
axiomatique, sur la base d'idées pragmatiques et de principes volontaristes.

Cette thése s'attachera avant tout 3 approfondir 1'analyse de ces mé-

thodes en tentant de mettre & jour leurs fondements et & les comparer.

Avant d'introduire le plan de ce travail, i1 convient d'insister sur
les limites que nous nous sommes fixées.

En premier lieu, nous avons pris le parti de centrer notre attention
sur les seules méthodes se rattachant clairement a 1'une des deux écoles
mentionnées plus haut. Ces deux écoles s'intéressant principalement &
des problémes od le nombre d'actions potentielles est fini, nous avons
volontairement laissé de coté un courant important de recherche se si-
tuant dans le cadre de la "programmation mathématique multicritére" (sur



ce point, voir Hwang et Masud (1979) ou Vincke (1983)). 0De méme n'aurons-
nous pas 1'occasion d'aborder les nombreuses techniques issues de la théo-
rie des sous-ensembles flous (voir Kickert (1978), Yager (1977), Dubois et
Prade (1980) et (1981) ou Kaufmann (1973)) ou les méthodes ne faisant pas
référence explicite & Ta notion de critére (Jacquet-Lagréze (1975a) et
(1977)). Cet objectif, volontairement restreint, nous permettra donc de
nous concentrer sur deux types d'approches extrémement contrastés dont
nous essaierons de mettre d jour les philosophies respectives. Ce seront
d'ailleurs plus des "courants de pensée" que des méthodes particuliéres
que nous essaierons d'analyser dans ce travail.

Dans un premier chapitre introductif, nous essaierons de préciser le
cadre méthodologique de ce travail en nous interrogeant sur le probléme du
"test" des modéles d'aide 4 la décision et sur la notion de critére.

Le second chapitre sera consacré entidrement aux méthodes se fondant
sur la théorie axiomatique de 1'utilité. Nous montrerons dans quelle me-
sure ces méthodes sont lides i caette théorie formelle sous-jacente et nous
préciserons les hypothéses permettant Jeur fonctionnement dans un cadre
d'aide 4 la décision.

Le troisiéme chapitre s'attachera i 1'analyse des méthodes de 1'"Ecole
Francaise". Nous y traiterons successivement du mode d'agrégation des cri-
téres qu'elles proposent ainsi que du concept de "seuils de discrimination"
qu'elles utilisent.

Le quatriéme et dernier chapitre de ce travail permettra, sur un ex-
emple précis, d'effectuer une comparaison de ces deux types d'approches
en montrant comment chacune d'elles est mise en oeuvre pour apporter une
véritable aide d la décision.



CHAPITRE I

L'AIDE A LA DECISION ;
LA NATURE DES MODELES.
LE: ROLE DES CRITERES,
LA PRISE EN COMPTE DE L'INCERTITUDE






Nous avons, dé&s 1'introduction, restreint 1'objectif de notre étude
a "l'aide & la décision". Roy (1979-83) chapitre 2 la définit comme étant :
... l'activité de celur qui, prenant appui sur des modéles clairement ex-
plicités et plus ou moins complétement formalisés, cherche 4 obtenir des
éléments de réponse aux questions que se pose un intervenant dans un pro-
cessus de déecision”. Ce sont les conséquences induites par le choix de
cet objet d'étude qui feront 1'objet de ce chapitre introductif.

A. SUR LA NATURE DES MODELES EN AIDE A LA DECISION

Le terme méme d'"aide & la décision" sous-entend que cette activité
se situe fondamentalement i la charniére de l1a réflexion et de 1'action,
comme le montre Roy (1979-83) chapitre 2. Ce point constitue sans doute
sa principale originalité par rapport & ce que 1'on nomme habituellement
les "sciences sociales". Certains auteurs n'ont pas hésité a conclure de
cette constatation que 1'aide & la décision était dépourvue de tout carac-
tére scientifique. Ainsi Faure (1978) voit, dans la Recherche Opération-
nelle, plus un art qu'une science et qualifie le terme de modéle appliqué

d cette discipline de "pompeux".

1) Modéles normatifs, prescriptifs et descriptifs

L'objet de 1'activité d'aide & Ta décision a donné lieu & de nombreuses
controverses. La progressive reconnaissance de la complexité du tissu or-
ganisationnel et humain dans lequel sont immergés les processus de décision
(voir par exemple Jacquet-Lagréze et al (1978), Hirsch et al (1978), Mar-
chet (1981)) a conduit & la remise en cause de 1a notion d'optimisation.
Roy (1977a) et (1979-83) chapitre 2, préconise de limiter 1'ambition du
chercheur opérationnel d une simple prescription, au sens médical du mot,
ce qui correspond, d peu prés, & la position de Keeney et Raiffa (1976),
chapitre 1.
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Le principal probléme tient au fait que tout un courant de la Recher-
che Opérationnelle fonde son analyse sur une base axjomatique avec les
nombreux développements 1iés & la théorie de 1'utilité (voir von Neumann
et Morgenstern (1947) ou Fishburn (1970)). Au-deld de 1'élégance de 1a
construction mathématique, 1a question de 1'interprétation des axiomes
dans un cadre d'aide & la décision et du probléme de la "rationalité" a
donné lieu & de nombreux débats dbnt la teneur est bien résumée dans le
recueil de Allais et Hagen (1979). Ces axiomes peuvent-ils servir d la
définition d'une rationalité "&vidente" (cf. Strotz (1952) ou Morgenstern
(1979)), sont=ils seulement un outil permettant au décideur d'effectuer
des choix cohérents (cf. Luce et Raiffa (1957), Raiffa (1968), Amihud
(1979)) ou doivent-ils étre rejetés car impliquant des comportements trop
restrictifs (cf. Allais (1952) ou (1979), Hagen:(1979)) ? On voit bien
_que, si 1'on adopte la premiére de ces interprétations, la théorie de
1'utilité acquiert un caractdre normatif immédiat (nous reviendrons en
détail sur cette question au chapitre II).

Méme si tous les auteurs se référant & la théorie de 1'utilité ne re-
connaissent pas d leurs axiomes une valeur normative, on constate qu'en
matidre d'aide & 1a décision, 1'"Ecole Axiomatique" (nous entendons sous
ce terme tous les auteurs se référant d la théorie de 1'utilité de maniére
exp]iéite) s'oppose & une "Ecole Pragmatique" (cf. par exemple Zeleny
(1982), Roy (1979) et (1979-83)), sans qu'entre elles le dialogue soit
trés fécond. Cette confrontation a donné lieu @ des pratiques trés dif-
férentes dans le domaine des é&tudes. A titre d'illustration, on pourra
comparer, dans le domaine des transports, de Neufville et Keeney (1972)
et Roy et Hugonnard (1982) ou, dans le domaine de la localisation, Keeney
et Nair (1976) et Khouadja et Roy (1975).

On considérera, tout au long de ce travail, 1'objectif de T'aide & la
décision comme &tant exclusivement prescriptif (quelle que soit la nature
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du modéle utilisé). La section suivante s'efforcera de justifier ce choix
en montrant qu'il serait artificiel d'isoler les modéles se fondant sur
une théorie axiomatique au sein de la Recherche Opérationnelle, en leur
conférant un statut particulier. Remarquons cependant que cette prescrip-
tion peut prendre des formes trés variées. Roy (1979-83) propose i cet
égard de distinguer quatre problématiques de référence par rapport aux-
quelles 1'homme d'étude peut concevoir son réle :

- problématique de choix P.a : retenir la (ou les) meilleure(s) ac-
tion(s) ;

- problématique de tri P.B8 : retenir toutes les "bonnes" actions ;

- problématique de rangement P.v : ordonner les actions ;

- problématique de description P.§ : décrire les actions et leurs
conséquences.

2) Le probléme de la validation et du test des modéles d'aide & la dé-
cision '

Le courant dominant de 1'épistémologie moderne (cf. Popper (1973), La-
katos (1974)) place, au coeur de sa réflexion, la question du "test" des
modéles. Si 1'on s'en tient aux sciences sociales, la tendance "positi-
viste" radicale, incarnée par Friedman (1935) et Machlup (1967) en écono-
mie, considére que le seul test possible d'un modéle réside dans la com-
paraison de ses "prédictions" avec la "réalité", le terme de .réalité de-
vant ici s'entendre au sens de la "classe de phénoménes" que le modéle se
proposait d'expliquer au départ.

En ce qui concerne les modéles de type axiomatique, i1 est clair que
cette position rend caduque toute critique d'un modéle se limitant i 1'ir-
réalisme de ses axiomes de base. Ainsi, pour Friedman (1935) p. 14 :

"... Truly and significant hypotheses will be found to have "assumptions"
that are wildely inaccurate descriptive representation of reality, and,
in general, the more significant the theory, the more unrealistic the
agsumptions... To be important, therefore, a hypothesis must be des-—
cfiptiuely false in its assumptions”. Cette attitude positiviste (qui

a prouvé son efficacité dans bien d'autres domaines que la Science Eco-
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nomique) semble, au premier abord, condamner irrémédiablement toute ten-
tative pour infirmer une théorie axiomatique en montrant que ses axiomes
ne sont pas respecté§ par un grand nombre de personnes. En ce qui con-
cerne la théorie de 1'utilité, ces critiques, fondées sur des études em-
piriques, ont &té particuliérement abondantes (voir par exemple Allais
(1952) et (1979), Tversky (1969), Slovic et Tveréky (1974), Jaffray et
Cohen (1982) et les abondantes bibliographies de Allais et Hagen (1979)
et de Schoemaker (1981)) mais, dans une perspective positiviste, leur
statut parait incertain.

De nombreuses controverses sur la validation et la portée des théo-
ries axiomatiques de la décision nous semblent prendre racine dans le
manque de clarté entourant la "classe de phénoménes" qu'elles se propo-
sent d'expliquer. Dans le cas de la théorie de 1'utilité, il peut s'agir
de phénoménes impliquant, 3 un moment ou & un autre, des prises de déci-
sion face d un environnement incertain ou d'une de ces décisions en par-
ticulier. On congoit bien que le test d'un modéle ne peut &tre envisagé
de 1la méme fagon selon qu'il vise & rendre compte du fonctionnement du
marché de 1'assurance, qu'il cherche & expliquer pourquoi un individu
s'assure ou qu'il vise & lui prescrire une décision en matiére d'assu-
rance.

A 1'origine, 1a théorie de 1'utilité a répondu au besoin de disposer
d'un outil "pratique" d'analyse en théorie des jeux (cf. les commentaires
historiques de Morgenstern (1979)). Dans de nombreux domaines, le recours
i cette théorie formelle a permis d'enrichir considérablement 1'analyse
sans que le réalisme descriptif des axiomes intervienne directement (cf.
par exemple en économie Friedman et Savage (1948), Jensen et Meckling
(1976), Grossman et Hart (1980) et 1'abondante bibliographie de Fishburn
(1968)). En paraphrasant Friedman, on peut dire que 1'irréalisme des
axiomes de von Neumann et Morgenstern a permis d'éclairer avec succds de
nombreux problémes économiques. Bien que la position radicale de Fried-
man ait été souvent contestée (voir en particulier Samuelson (1963) et
Williamson (1964)), le concept de "pouvoir prédictif" semble, dans de
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nombreux domaines, devoir fournir des tests de validité plus puissants de
modéles scientifiques que celui du "réalisme" des hypothéses.

Cette constatation parait cependant difficilement applicable au domaine
de 1'aide & la décision tant la nature des modéles y est spécifique comme
nous allons Te voir. 11 est en effet clair que la théorie de 1'utilité, &
cOté de son usage en analyse économique, a été également beaucoup utilisée
en Recherche Opérationnelle (au sens anglo-saxon, c'est-a-dire large),
suite aux premiers développements de la théorie de T'utilité multiattri-
buts (cf. Fishburn (1965), Raiffa (1969) et Keeney (1974)) et a la sophis-
tication des méthodes d'encodage (cf. Raiffa (1968)). C'est, bien sir, cet
aspect de la théorie de 1'utilité qui nous préoccupera dans ce travail con-
sacré d 1'aide & la décision. Sans attendre le chapitre II ol les liens
entre la théorie formelle de T'utilité et le modéle d'aide & la décision
seront étudiés en détail, i1 faut mentionner ici que, dans le cadre de la
Recherche Opérationnelle, Te "test" des modéles de nature axiomatique de-
vient assez ambigu et, en tout état de cause, ne peut se concevoir dans
une optique positiviste. L'objectif d'un moddle d'aide & Ta décision est
de "rendre compte" (ou de "construire") puis d'"exploiter" les préférences
d'un individu ou d'un groupe d'individus face & un probléme particulier.

La notion de "prédiction", centrale dans une optique positiviste, perd ici
beaucoup de sa substance. A moins de faire une hypothése de stabilité des
préférences dans le temps, on ne peut prédire les choix futurs ni tester
son modéle sur la base de choix passés et la confrontation de la prescrip-
tion & la décision effectivement prise semble dépourvue de toute signifi-
cation. De nombreux auteurs, dont Churchman (1965), ont insisté sur la
difficulté que représente le test d'une théorie de la décision. Schoe-
maker (1981) montre que ce probléme se pose de fagon cruciale pour la
théorie de 1'utilité. Plus généralement, nous pensons que la spécificité
de T'activité de modélisation en aide 3 la décision (ou du moins dans 1'é-
tat actuel de développement de cette discipline) impose une réflexion épis-
témologique spécifique (£}

[ A la différence de Le Moigne (1982), nous pensons cependant que cette
réflexion spécifique doit étre cantonnée 3 1'aide i la décision et ne
doit pas conduire & une remise en cause radicale de 1'épistémologie

classique des sciences sociales.
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‘A propos de ia théorie de 1'utilité, de nombreuses controverses sem-
blent &tre dues & son utilisation dans un grand nombre de disciplines
fort différentes, d'autant plus que les techniques de la Recherche Qpé-
rationnelle et de la théorie économique sont souvent trés proches d'un
point de vue formel. Le probléme qui fait 1'objet de cette section reste
donc ouvert : comment tester un modéle d'aide & 1a décision ? Dans une
perspective positiviste, 1a remarque de Faure prend tout son sens puisque
1'on ne veut plus parler véritablement de prédiction et donc de test. Si
1'on veut faire du chercheur opérationnel autre chose qu'un "artiste", au
sens de Faure, il convient de s'écarter nettement d'une position positi-
viste radicale.

La pratique des études d'aide & la décision, qu'elles soient fondées
ou non sur des considérations axiomatiques, montre qu'une des qualités es-
sentielles de 1'dtude doit 8tre de se faire accepter, c'est-d-dire de bien
s'insérer dans le processus de décision dont elle n'est qu'une étape (et
généralement ni la derniére, ni la plus importante, cf. Moscarola (1977)
et Roy (1979-83)). En un mot, elle doit convaincre les personnes & qui '
elle s'adresse mais aussi 1'"homme d'é&tude" qui T1a met en oeuvre (nous
reprenons ici ‘1a terminologie de Roy (1979-83)). La conviction du déei-
deur pourra revétir bien des aspects selon la nature de 1'étude (voir
Walliser (1979) et Jacquet-Lagréze (1981) pour une typologie des différents
types d'études et leurs motivations). Elle sera généralement plus forte si
1'étude est susceptible de servir d'instrument de communication et de négo-
ciation avec les autres acteurs du processus de décision et/ou avec 1'exté-
rieur. On pourra ici nous objecter que nous passons d'une attitude fort
rationaliste & sa négation méme. Si nous définissons en effet un "bon"
modéle d'aide 4 la décision (c'est-d-dire un modéle qui a passé le test
de sa validitéd avec succés), comme un modéle qui emporte la double convic-
tion de 1'homme d'é&tude et du décideur, nous rendons la définition contin-
gente 4 la personnalité des personnes en présence ainsi qu'd 1a nature du
probléme &tudié. Ce point de vue, s'il peut praitre choquant, nous semble
cependant le seul utile en Recherche Opérationnelle. I1 implique, certes,
un certain pragmatisme mais il nous semble souhaitable d'introduire expli-
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citement cette notion dés lors que, et c'est notre cas, on considére qu'il
n'existe pas de solution unique pour résoudre un probléme donné (*).

I1 ne faut cependant pas ignorer que cette position comporte des ris-
ques importants puisque, en derniére analyse, c'est de 1'honnéteté intel-
lectuelle de 1'homme d'étude et de la volonté de collaboration du décideur
que dépendra 1'émergence, d& un moment donné, d'un modéle satisfaisant pour
résoudre un probléme précis (ou plus exactement pour aider & le résoudre).
Ajoutons de plus que, si 1'on considére le terme de "modéle" comme étant
réservé d des énoncés susceptibles de tests "positifs", on peut, en Re-
cherche Opérationnelle, adopter sans inconvénient celui de "Mode Opéra-
toire"”. Méme si ce dernier terme présente, d nos yeux, 1'avantage de
faire ressortir clairement que 1'on se situe & la charniére de 1'action et
de la réflexion, nous adopterons, dans la suite de ce travail, le terme de
"modéle d'aide d la décision" pour rester cohérent avec une tradition déja
bien établie.

Si T'on admet qu'en Recherche Opérationnelle on ne peut guére aller
plus loin que cette notion rudimentaire de test, il apparait clair que Tle
statut des "modéles axiomatiques" change. En particulier, pour ce qui con-
cerne la théorie de 1'utilité, ses grandes qualités en matiére de modéli-
sation économique ne sont ni nécessaires, ni suffisantes pour emporter
1'adhésion en matiére d'aide & la décision. On congoit fort bien que,
pour un probléme particulier, le fait d'étre confronté 3 des.préférences
cycliques pourra conduire un homme d'Btude 3 rejeter toute référence & une
‘que1conque fonction d'utilité. Dans cette perspective, les &tudes expéri-
mentales concernant le respect des axiomes de la théorie de 1'utilité
prennent tout leur sens et nous développerons ce point plus avant au cha-

pitre II.

Ces quelques réflexions nous portent d croire que nous serons fondés,
dans la suite de ce travail, & mettre en paralléle un modéle reposant sur

(%)

La primauté donnée au caractére opératoire des modéles en aide i la
décision n'est d'ailleurs pas aussi éloignée qu'il peut paraitre, en
premiére analyse, d'une position positiviste. Si les tenants de cette
derniére ont & coeur d'insister sur la puissance prédictive et expli-
cative des modéles, c'est avant tout parce que seule la prédiction
permet au modéle de devenir opératoire dans bien des domaines scien-
tifiques. En tout état de cause, c'est bien ce caractére opératoire
des concepts qui fonde, dans cette optique, leur test et leur corro-
bation.
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une base axiomatique, la théorie de 1'utilité, et un modéle opératoire
pragmatique fondé sur les notions de concordance-discordance et de seuils
de discrimination (cf. Figure 1.1).

Modéle d'aide

Théorie formelle i la décision

Théorie de 1a repré- e d :
sentation numérique de (Cg?c;:;ggyAgilﬁ:}ifa
structure de préférences (1976))

(cf. Fishburn (1970))

"Ecole Américaine"

' Méthodes ELECTRE
"Ecole Frangaise" ? (cf. Roy (1968)
et (1978))

Figure 1.1 : Théorie formelle et moddles d'aide & la décision

L'intérét de disposer d'une base axiomatique est en effet fortement dé-
pendant de 1a nature du test du modéle envisagé. Nous renvoyons & 1'avant-
propos de Debreu (1966) pour illustrer tout le narti nouvant étre tiré de
1'analyse axiomatique dans un cadre positiviste. Les vertus de 1'axioma-

tique en matiére d'aide & la décision sont sensiblement différentes. La
| "conviction" que devra empofter le modéle sera le plus souvent indépen-
dante de 1'assise théorique du modéle utilisé et on voit mal pourquoi on
pourrait, dans ce cadre, séparer le formalisme mathématique de 1'inter-
prétation du modéle (sur ce point, voir Debreu (1966)). Roy et Bouyssou
(1983) (voir également chapitres II et III) montrent qu'une:analyse axio=
matique ne peut 1égitimer que le modéle formel et non 1'interprétation de

celui-ci en vue d'une aide 3 la décision (*). L'express%on de "modéle for-
mel" est ici empruntée 3 Zimmermann (1980) qui la définit comme une suite
d'énoncés mathématiques ne présentant aucune incohérence Tcgique,'non Sus-=
ceptible de test. Tel nous semble &tre le statut de la théorie de 1'uti-
11té (en tant que branche de la "measurement theory") qui n'est donc pas
suffisante & elle seule pour déboucher sur un mode opératoire d'aide d la
décision.

() Notons cependant que la présence du modéle formel peut parfois contri-
buer & une meilleure compréhension du modéle d'aide & la décision.
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Ces queiques remarques nous obligent, enfin, & préciser & nouveau 1'ob-
jectif de cette thése. Compte-tenu de la conception dégagée du test d'un
modéle d'aide a la décision, celui-ci ne peut s'effectuer qu'au "coup par
coup" et ne reléve pas d'un travail théorique. La comparaison des modéles
issus des Ecoles Francaise et Américaine que nous envisageons ne se place
donc pas directement au niveau de Teur validation. I1 suffit de se repor-
ter aux bibliographies de Keeney et Raiffa (1976) ou Fishburn (1968) d'une
part et de Siskos et al (1983) d'autre part pour se persuader que chacune
des deux &coles a déja su souvent convaincre un grand nombre de décideurs.
Plus modestement, ce travail vise, au travers d'une analyse et d'une com-
paraison critique, 3 améliorer le dialogue entre ces deux courants de pen-
sée et, éventuellement, a fournir aux décideurs des &léments permettant de
mieux juger les méthodes que les hommes d'étude leur proposent de mettre

en oeuvre.

Une des différences essentielles entre ces deux &coles réside dans
la fagon dont elles prennent en compte la mauvaise connaissance que 1'on
peut avoir des évaluations des actiohs potentielles de 1'étude d'aide &
la décision ; le paragraphe suivant nous permettra de mieux situer ce pro-
b1éme. ;

3) La prise en compte des "phénoménes non-déterministes"

On peut difficilement mettre en doute le fait que la connaissance que
nous avons de la réalité qui nous entoure est parfois fort approximative.
De fagon générale, nous emploierons, pour caractériser cette situation,
le terme de "non-déterminisme" puisque, comme nous le verrons dans cette
section, cette mauvaise connaissance ne peut pas toujours se ramener i

1'incertitude.

Lorsque la validation d'un modéle peut se concevoir par référence a
un concept classique de test (cf. A.2), l1a prise en compte, la acestion
et le traitement systématique de 1'indéterminaticn repose sur'un arbi-
trage délicat entre économie et pouvoir explicatif. Ainsi, la micro-éco-
nomie classique a-t-elle pris le parti de se situer dans un cadre stric-
tement déterministe pour modéliser les phénoménes de consommation,de pro-
duction et d'échange. La Recherche Opérationnelle, fondant sa validité
sur une toute autre notion de test, se doit d'aborder le probléme sous
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un jour différent. 11 ne s'agit en effet plus pour elle d'arbitrer entre
simplicité et pouvoir explicatif mais de parvenir d saisir dans sa modé-
lisation ce que 1'homme d'étude estime étre "1'essentiel" d'une situation
aux yeux des acteurs concernés, c'est-d-dire ce qui semble &tre signifiant
et probant & leurs yeux pour répondre d un champ de question donné.

De nombreuses raisons nous laissent supposer qu'en Recherche Opération-
nelle, une étude ne peut étre probante sans s'intéresser explicitement aux
phénoménes non déterministes.

a) On en fait appel 3 un "homme d'étude" que lorsque la complexité du
probléme 1'exige. Dans bien des cas, c'est 1'indétermination qui est d la
source de la complexité et ne pas la prendre en compte entrainerait un
manque d'adhésion et de conviction du décideur.

b) S'agissant d'étudier une "micro-décision", on ne peut espérer que,
comme dans beaucoup d'autres cas, 1'indétermination micro puisse se trans-
former en macro-phénoméne déterministe. L'honnéteté intellectuelle de
1'homme d'é&tude lui impose donc de ne pas vouloir faire dire aux données
plus que ce qu'elles veulent dire (j'emprunte cette expression & Roy) et
d'inclure 1'indétermination dans son analyse.

¢) Trés souvent, ce sont des problémes dont la nature méme est sto-
chastique et imprécise qui constituent le champ d'action privilégié de la
Recherche Opérationnelle : situations de jeu, prévisions, erreur de mesure
sur les données de départ.

La nécessitd d'un traitement systématique des phénoménes non détermi-
nistes est d'ailleurs un des rares points de convergence entre 1'Ecole Amé-
ricaine et 1'Ecole Frangaise et les concepts de fonction d'utilité et de -
seuils s'efforcent tous deux d'y répondre & leur fagon.

Au terme de cette premiére section, nous espérons avoir clarifié le
cadre méthodologique de ce travail. Dans les deux derniéres sections de
ce chapitre, nous passerons briévement en revue les différents types de
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phénoménes non déterministes susceptibles d'étre rencontrés et les outils
disponibles pour les appréhender aprés avoir précisé la notion de critére
dans le processus de modélisation en aide & 1a décision.

B. SUR LA NOTION DE CRITERE EN AIDE A LA DECISIOM

Dans son excellente synthése, Fishburn (1977) montre que les termes
”criféres", "attributs", "conséquences", "objectifs" revétent des signi-
fications parfois trés différentes selon les auteurs. Au-deld d'un simple
probléme terminologique, cette situation refléte, i notre sens, la diffi-
culté de trouver une base commune aux différentes modélisations en théorie
de la décision. Notre objectif comparatif et synthétique nous oblige ce-
pendant & adopter, autant que possible, un vocabulaire unique s'appliquant
d la fois aux deux Ecoles. Cette section s'efforcera avant tout de déga-
ger des concepts de base en réduisant au minimum le formalisme mathématique.
Celui-ci, ainsi que les détails techniques 1'accompagnant, seront précisés
dans le cours du texte au fur et & mesure de nos besoins.

Dans le cas ol les actions potentielles de 1'étude d'aide & la décision
peuvent étre comparées par rapport & un seul "axe de signification", on
considére que chaque action est évaluée de fagon non déterministe sur un
"attr%but unique". Cette évaluation pourra, selon les cas, se présenter
sous forme d'une distribution de probabilité sur un attribut gain (cas
d'un billet de Toterie), d'un intervalle dans le cas d'une quantité cer-
taine mesurée d 1'aide d'un appareil imprécis, etc. Nous n'imposerons a
priori aucune restriction particuliére. sur la nature de cet "attribut"
pourvu qu'il soit clairement défini et pergu par le décideur. Le support
de 1'évaluation pourra étre, selon les cas, un ensemble continu (1'ensemble
de réels pour un attribut gain ou perte), discret (1'ensemble des entiers
naturels pour le nombre de piéces fabriquées par jour par une machine), un
ensemble fini dans le cas d'un attribut qualitatif ({fort, moyen, faible,
inexistant}).
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En accord avec Fishburn (1977) et Roy (1979-83), nous entendrons par
critédre une "représentation numérique" des préférences entre ces gvalua-
tions. MNous laissons ici volontairement de cdté la nature et la préci-
sion de cette représentation numérique ainsi que la structure des préfé-
rences considérées. On voit donc que, dans le cas ol un seul attribut
est pris en compte, les définitions adoptées restent classiques et ne sou-
lavent pas de probléme particulier. Bien que la notion de critére n'ap-
paraisse pas directement dans le vocabulaire des mod&les issus de la
théorie de 1'utilitd, i1 est clair que 1'espérance mathématique d'utili-
té joue, dans ce cas, le méme rdle.

Notons qu'il semble peu restrictif, dans la plupart des cas, de postu-
ler (cf. Roy (1975) et (1979-83)) la possibilité de préordonner totalement
les valeurs prises sur un attribut d&s lors que 1'on se situe dans un ca-
dre idéal ol aucune indétermination ou limitation cognitive ne vient per-
turber 1'appréciation de ces valeurs en termes de préférences. Bien que
cette question soit toujours controversée, i1 nous semble que la probance
des modéles ne serait pas profondément augmentée par la prise en compte
d'attributs supportant (dans un cadre idéal) des relations de préférence
plus faibles que le préordre (quasi-ordre, ordre d'intervalle, pseudo-
ordre, etc.). :

Lorsque Tes actions sont évaluées sur plusieurs "attributs" que nous
appellerons situation "multidimensionnelle" (de préférence & "multiattri-
but", ce dernier terme étant trop 1ié & la théorie de 1'utilité), la no-
tion de critére n'apparait plus aussi clairement. Notons que la famille
d'attributs est souvent définie de fagon "descendante" dans les méthodolo-
gies axijomatiques au travers d'une décomposition par étape d'un objectif
global. Au contraire, Roy (1979-83) propose de définir les "axes de si-
gnification" des divers critéres de fagon "ascendante", en regroupant di-
verses "dimensions" dont on a au préaldable fait un inventaire exhaustif.
On peut, bien sdr, par analogie avec la situation précédente définir un
critére comme étant la représentation numérique des préférences entre en<

sembles d'évaluations imprécises (c'est-id-dire d'une préférence globale)



« 3T =

Sans rentrer dans la question de savoir si une telle préférence existe ou
s'il s'agit de la construire en collaboration avec le décideur, on peut
dire que cette conception d'un critére unique dans le cas multidimension-
nel n‘est pas celle couramment admise en aide & la décision. Ainsi, les
modéles faisant intervenir plus d'un attribut font explicitement référence
d plusieurs critéres, d'ol 1'appellation "multicritére" et non "multidi-
mensionnel" (voir Roy, Vincke (1982) ou Roy (1972)).

Cependant, la plupart des méthodes pragmatiques ne s'interrogent pas
explicitement sur le passage d'une évaluation 'multidimensionnelle" sur les
différents attributs & une évaluation "multicritére”, limitant leur réle i
une agrégation de critéres "locaux" au niveau global. Cette démarche s'é-
loigne profondément, en aoparence, de celle utilisée dans les modéles-axio-
matiques fond&s sur la théorie de 1'utilité et mérite une analvse nlus ép?
profondie.

Assez paradoxalement, on trouve peu de définitions précises de la no-
tion de critéres dans Ta littérature dite "multicritére" (voir cependant
Fishburn (1977)). La démarche multicritére classique consiste & prendre
pour point de départ une iatrice d'évaluation ol figurent en colonne les
actions et en ligne les différents critéres sans se préoccuper directe-
ment du "remplissage" de cette matrice.

Roy (1973), (1975), (1977) propose une définition d'une "famille cohé-
rente de critéres" et Roy (1979-83) chapitre 9 définit formellement la no-
tion de critére dans une situation multidimensionnelle. Pour lui, un cri-
tére g est une fonction définie sur 1'ensemble A des actions & valeur
réelle résumant 1'évaluation des différentes actions sur un ou plusieurs
attributs et telle que 1'homme d'étude comparant deux actions relativement
aux seuls attributs pris en compte dans la définition du critére reconnaisse
fondée la proposition :

g(a') =z g(a) = a' Sg a (1.1)
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o a et a' représentent deux actions et ol Sa est une relation bi-
naire sur 1'ensemble des actions au contenu sémantique "au moins aussi
bon que relativement aux évaluations sur les seuls attributs pris en
compte dans la définition de g".

Une famille de-critéres {gl, 5533 gn} est un résumé de 1'évaluation
des différentes actions sur tous les attributs. Cette famille est de plus
dite cohérente si et seulement si elle vérifie les trois conditions sui-
vantes : ¥ (a, a') € Az, ¥j, ke {l,...,n}:

- condition d'exhaustivité : gj(a) = gj(a') ¥jie{l, ...,nf=>ala'

- condition de non incomparabilité : gj(a) = gj(a') ¥j=k et
gk(a') > gk(a)-—> a' S a

- condition de non redondance : la suppression de 1'un quelconque des
critéres de la famille pourrait mettre en défaut 1'une des deux conditions
précédentes

ol I et S sont des relations binaires définies sur A au contenu sé-
mantique "est indifférent & (resp. au moins aussi bon que) relativement &
1'ensemble des é&valuations sur tous les attributs considérés". Nous note-
rons C = {Xl, vers Xl 1'ensemble des attributs considérés et x;(a)
1'évaluation de 1'action a relativement & 1'attribut Xi. Précisons que,
comme dans le cas unidimensionnel, celle-ci peut se présenter sous de mul-

tiples formes (distribution de nrobabilité, intervalle, etc:).

Au sens de Roy, une fonction critére g est donc destinée & supporter
une relation de préférenge Sg, cette préférence étant appréciée par rap-
port aux seuls attributs pris en compte dans la définition de g. Le pro-
bléme de 1a nature et de 1a conception des critéres dans un cadre multidi-
mensionnel se raméne donc principalement & celui de 1'interprétation et
de la construction de telles relations’ Sg[

I1 est nécessaire tout d'abord d'écarter une interprétation naTve se-
lon laquelle le jugement traduit par Sg serait celui qui prévaudrait si
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on restreignant Te probléme & une situation excluant tous les attributs
n'étant pas pris en compte dans la définition de g. Pour nous en con-
vaincre, on peut prendre, & titre d'exemple, le probléme (inspiré de
Siskos (1976)) de choix d'un repas dans un restaurant. Un client gas-
tronome et en appétit doit se décider pour 1'un des deux plats figurant
sur la carte (viande ou poisson) et choisir de 1'accompagner soit d'un

vin blanc, soit d'un vin rouge. Son probléme de décision peut s'analy-
ser en termes de deux attributs : un "attribut boisson" b et un "attri-
but plat" p. I1 préfére, sans ambiguité, la viande au poisson et le vin
blanc au vin rouge. S'il ne devait que boire, il opterait pour le vin
blanc. S'il ne devait que manger, ce serait de la viande. I1 est ce-
pendant déraisonnable de poser "blanc Sb rouge" et "viande SD pois-
son" car ce client gastronome préfére accompagner sa viande de vin rouge
et son poisson de vin blanc. Dans ce cadre multidimensionnel, la connais-
sance d'une préférence unidimensionnelle "hypothétique" (le choix doit por-
ter ici & la fois sur le plat et 1a boisson et le client n'est donc pas
dans une situation ol i1 ne lui faudrait que boire ou manger. I1 n'est
pas impossible, de plus, que celui-ci ne boive jamais de vin entre les re-
pas, ce qui raménerait le jugement unidimensionnel é&voqué au niveau d'une
fiction totalement irréaliste) n'est d'aucun secours. Peu importe de sa-
voir si le client préfére le vin blanc ou le vin rouge ou la viande au
poisson car il s'agit ici, pour lui, de faire choix d'un couple "plat-
boisson" et ses préférences sur 1'un des deux attributs ne peuvent s'ana-
lyser indépendamment de 1'autre attribut.

Cet exemple simpliste nous conduit & proposer une autre interprétation
de Sg en utilisant une optique proche de celle de la théorie de 1'utili-
té en tant que "relation de préférence conditionnelle”. Sg doit alors
étre regardée comme une relation permettant de comparer deux actions re-
Tativement aux seuls attributs pris en compte dans la définition de g
(nous dirons désormais "axe de signification de g"), toutes choses égales

par ailleurs, c'est-a-dire en considérant que les é&valuations sur tous les
attributs n'entrant pas dans 1'axe de signification de g sont identiques

pour les deux actions. Sg doit, dans cette interprétation, &tre définie
sur un ensemble d'actions plus large que 1'ensemble d'actions de départ,
la nécessité de comparer "toutes choses égales par ailleurs" impliquant
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de prendre en compte des "actions fictives" (cf. Roy (1979-83) chapitre 9

et Fishburn (1977)), rien ne garantissant que les dvaluations des "actions
réelles" de départ se prétent & cette comparaison. La théorie de T'utili-
té a depuis longtemps analysé les conditions d'existence de telles relations
conditionnelles (1'exemple du repas suffit & prouver que celles-ci n'‘ont pas
toujours de sens). De fait, on a souvent reproché aux méthodes multicritares
_pragmatiques de ne pas reconnaitre explicitement les hypothéses d'indépen-
dance du systame d'attribut considéré sous-tendant 1'existence de relations
de préférence conditionnelles (cf. Von Winterfeld (1975)). Notre objectif
d'amélioration du dialogue entre ces deux écoles nous impose donc d'analy-
ser ce point plus avant (cf. sur ce probléme d'indépendance Roy (1979-83)
chapitre 10 et (1983)).

Dans le cadre multidimensionnel, la théorie de 1'utilité considére gé-
néralement (cf. Fishburn (1965), voir cependant Fishburn (1976')) qu'une
relation de préférence globale existe sur l1a totalité de 1'ensemble pro-
duit 'Ql Xi ol xi représente 1'ensemble des valeurs envisageables pour

a
T'attr}but i ou, plus généralement, sur 1'ensemble des distributions de
probabilité sur cet ensemble produit. Les hypothéses d'indépendance por-
tant sur la relation de préférence globale et permettant de donner un sens
i des relations de préférence conditionnelles dépendent de la nature des
évaluations xj(a). Selon que 1'évaluation des actions se présente sous
une forme certaine ou probabiliste, on recourt respectivement & une hypo-
thése d'indépendance au sens des préférences et d une hypotﬁése d'indépen-
dance au sens des utilités (“"preferential independence" et "utility inde-
pendence" ; la terminologie utilisée est celle de Keeney et Raiffa (1976),
cf. Annexe 1). Avant de parler de critéres, la théorie de 1'utilité im-
plique de tester ces hypothéses d'indépendance (ou plus exactement une
combinaison adéquate de celles-ci) qui, si elles sont vérifiées, permet-
tent d'aboutir 3 une représentation numérique des préférences sur un axe
de signification ceteris paribus (Keeney et Raiffa (1976) donnent une syn-
thése trés large de ces théorémes visant d décomposer une fonction d'uti-
1ité globale au travers d'hypothéses d'indépendance.

La relation (1.1), traduite dans le langage de la théorie de 1'utili-
té, implique donc de fagon immédiate que le sous-ensemble Xg < X des
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attributs appartenant d 1'axe de signification de g doit vérifier cer-
taines hypothéses d'indépendance vis-d-vis de son complémentaire X/Xg.
Roy (1972), conscient des critiques que pouvait soulever 1'utilisation de
critéres dans les méthodes pragmatiques, mentionnait qu'on ne pouvait
parler de critére que lorsque chaque attribut était indépendant au sens
des préférences de tous les autres. Au niveau formel, cette condition
n'est pertinente que lorsque Xi(a) est‘ponctue1 ¥iell, ..., m} et
¥ ae A, c'est-d-dire lorsque la situation est déterministe.

Lorsque Xi(a) se présente sous la forme d'une distribution de pro-
babilité, i1 faut faire référence & 1'indépendance au sens de 1'utilité

de Xg vis-d-vis de X/Xg. En toute rigueur, i1 conviendrait, lorsque
1'évaluation d'une action se présente de facon imprécise et non plus seu-
lement sous la forme d'une distribution de probabilité, de généraliser la
notion d'indépendance au sens des utilités et définir un sous-ensemble Xg
d'attributs indépendants de son complément dans X si les préférences pour
des évaluations imprécises sur Xg ne dépendent pas des valeurs fixées sur
X/Xg.

A ce niveau, nous n'adopterons pas de définition formelle de ce que
nous entendons par évaluation imprécise ou non déterministe. Cependant,
comme cette notion trés générale n'est pas "classique", un exemple simple
permettra de Tieux la cerner. Considérons une action évaluée sur un cri-
tére monétaire. L'information dont on dispose nous permet de savoir avec
certitude qu'en aucun cas la mise & exécution de cette action ne pourra
colter plus de 1 000 000 F sans que ce colt puisse étre inférieur a
500 000 F. De plus, le décideur considére comme le plus vraisemblable
1'intervalle 800 000-900 000. Cependant, celui-ci estime ne pas pouvoir
formaliser ses jugements de vraisemblance sous forme d'une distribution de
probabilité parce qu'il peut refuser de se conformer & une axiomatique de
type savagienne (cf. Savage (1954)) ou parce qu'il considére les méthodes
d'encodage disponibles comme longues et fastidueuses (sur ces méthodes
d'encodage de croyances sous forme de distribution de probabilité, voir
Spetzler et von Holstein (1973)). On peut représenter graphiquement 1'in-
formation dont on dispose en mettant en abscisse 1'échelle monétaire et en
ordonnée une représentation numérique des jugements de vraisemblance du
décideur satisfaisant aux contraintes :
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¥ x, x' « [8 000 000, 9 000 000]
¥y, y' e [5 000 000, 8 000 000C v 19 000 000, 1 000 000}

q(x) > q(y)
q(y) = a(y') q(m)4
q(x) = q(x") I e
r—-—-—-i 1=
o \
5 8 9 10 F x 1.oodfooo

Une fagon d'interpréter une telle évaluation imprécise consiste & con-
sidérer qu'elle est "&quivalente" & un ensemble de distribution de proba-
bilité tel que (nous supposerons ces distributions % discrates, 1'inter-
valle entre deux &chelons étant de 1 F) :

¥pe ®
p(x) =0 <=> % > 1 000 000 ou x < 500 000
p(x) = p(y) <= (x, y)e(C5 - 8C v 19, 100)% ou
(X, ¥) < (8, 97°
p(x) > p(y) <=> X ¢ (8, 97 et
y e (5 -8Cu 19, 10].

Faisons remarquer de plus que si 1'indépendance du sous-ensemble d'at-
tributs entrant dans la définition de chacun des critéres vis-i-vis de tous
les autres est une condition nécessaire d 1a définition de ces critéres,
elle n'est en aucun cas suffisante. En particulier, si 1'on adopte un cri-
tére de type espérance mathématique, une indépendance en probabilité au ni-
veau de chaque sous-ensemble d'attributs entrant dans 1'axe de significa-
tion du critére sera &galement nécessaire dans certains cas (cf. Théoréme
5.5 de Keeney-Raiffa (1976)).

On comprend bien, dés lors, pourquoi les tenants de la théorie de 1'u-
tilité sont "troublés" par 1'absence quasi-totale de référence i des no-
tions d'indépendance dans les textes multicritéres "pragmatiques", ce qui
pourrait apparaitre comme une grave omission. Cette différence, importante
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au niveau formel, ne nous apparait cependant pas fondamentale en ce qui

=

concerne la pratique de 1'aide & Ta décision.

Le modéle formel de la théorie de 1'utilité ayant mis & jour le réle
crucial des hypothéses d'indépendance dans la décomposition d'une fonc-
tion d'utilité globale (ou en d'autres termes dans la possibilité de ba-
tir des critéres), la pratique des é&tudes menées i 1'aide de ces concepts
comprend généralement une é&tape de tests de ces hypothéses. I1 convient
cependant de remarquer (cf. Roy-Bouyssou (1983)) que ces tests constituent
en fait une observation de propriétés qualitatives du systéme de préférence
du décideur vis-3d-vis du probléme é&tudié. Une telle observation n'a de
sens que si ce systéme de préférence pré-existe d 1'étude de fagon suffi-
samment structurée. I1 est alors 1&gitime de se demander (cf. Rappoport
(1956)) si cette pré-existence du systéme de préférence ne rend pas caduque
la tidche de 1'homme d'étude. A 1'inverse, si le systdme de préférence est
supposé trop peu structuré pour permettre 1'observation de telles proprié-
tés, i1 est nécessaire de s'interroger sur la signification réelle des
tests de ces hypothéses d'indépendance. Plus généralement, ce probléme
de la pré-existence du systéme depréférence, sur lequel nous reviendrons
Tonguement dans les deux chapitres suivants, constitue, & notre sens, une
différence cruciale entre les deux approches (nous dirons par la suite
approches "descriptives" et "constructives").

Les modéles pragmatiques'postuTent, implicitement ou explicitement,
que leur tdche est avant tout d'aider le décideur & construire une rela-
tion de préférence entre les actions et non & décrire un systéme de pré-
férence préexistant, supposé suffisamment structuré, da la maniére la plus
fine possible. On voit donc que les hypothéses d'indépendance implicite-
ment faites par les modéles pragmatiques travaillant & partir d'un tableau
d'évaluation multicritére constituent une fagon, pour 1'homme d'é&tude, de
gérer les rapports des intervenants dans le processus de décision avec ce
qui Teur parait étre la réalité (cf. Roy-Bouyssou (1983)). I1 est de plus
intéressant de constater que, & notre connaissance, la plupart des études
fondées sur la théorie de 1'utilité multiattribut recourent i une décom-
position soit additive (cf. Keeney (1977)), soit multiplicative (Keeney
et Nair (1976), Keeney (1979)) de la fonction d'utilité globale impliquant
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toutes deux un raisonnement toutes choses égales par ailleurs. La descrip-
tion détaillaée fournie par Keeney (1977) d'un processus d'encodage d'une
fonction d'utilitd multiattribut montre bien la difficulté &prouvée par

un décideur vis-d-vis des questions destinées & tester certaines hypo-
théses d'indépendance. Dans de nombreux problémes d'aide & la décision,

i1 nous semble que..le systéme.de préférence du décideur est tellement fai-
blement structuré que celui-ci est contraint d'utiliser un raisonnement
ceteris paribus pour raisonner la comparaison d'actions sur différentes
dimensions. On peut de plus remarquer que seules des décompositions de
type additif et multiplicatif paraissent, dans la pratique, envisageables,
toute autre décomposition impliquant, d& un stade ultérieur de 1'étude, de
procéder 3 1'encodage d'une fonction d'utilité portant sur un sous-ensembie
d'attributs, ce qui apparait (cf. chapitre II) comme une tdche trés déli-
cate. On voit donc que, pour des raisons différentes, les deux approches
conduisent & utiliser, pour fondement de la structuration des préférences
des acteurs du processus de décision, un raisonnement toutes choses égales
par ailleurs, axe de signification par axe de signification. On voit alors
que 1'accent mis par la théorie de 1'utilité sur le test d'hypothéses d'in-
dépendance se raméne bien souvent, dans la pratique, & un probléme volonta-
riste, pour 1'homme d'é&tude, de définition d'axesde signification autorisant
un tel raisonnement. Keeney et Raiffa(1976) (p. 51) font d'ailleurs, du
caractére "décomposable" (i.e. indépendant) du systéme d'attributs, une de
ses caractéristiques cruciales sans laquelle il est impossible de travailler.

Avec Fishburn (1977), i1 est alors Tégitime de se demander si ces deux
approches ne souffrent pas du méme "biais instrumental" (au sens de Roy
(1979-83)) en perdant irrémédiablement le caractére fondamentalement glo-
bal des jugements de préférence dans un cadre multidimensionnel. Aucun des
deux modéles n'offre en effet de solutions envisageables au niveau pratique
et justifiées théoriquement dans le cas d'axes de significations dépendants
(ce qui était le cas dans 1'exemple trivial du repas).

Le probléme central se résume donc 4 la question de savoir s'il est
toujours possible, face & un probléme donné, de bdtir des axes de signi-
fication intelligibles et autorisant un raisonnement ceteris paribus,
question & laquelle les deux modéles répondent, de fagon implicite, af-

firmativement. Bien que les études réelles d'aide & la décision ne nous
apportent que peu d'exemples ol les hypothéses d'indépendance ne seraient
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pas vérifiées (ce qu'on pourrait interpréter comme une manifestation du
biais instrumental mentionné plus haut), de nombreux chercheurs (souvent
issus de 1'école pragmatique) ont proposé des situations mettant en évi-
dence leur caractére contraignant (cf. Siskos (1976), Jacquet-Lagréze
(1975a) et Fisher et Von Winterfeld (1975)). Fisher et Von Winterfeld
proposent, d titre d'exemple, une situation faisant intervenir quatre ac-
tions évaluées sur deux attributs (gain monétaire et présence ou absence
d'une télévision couleur) de la fagon suivante :

1/2 10 000 1/2 500
4 ofaaf,ff,’ + TV couleur a5 0<:::::::: + TV couleur
\372““-- 1 000 1/2 500

172 10 000 1/2 500

a a
3 R
1/2 - 1000 l 500

I1 n'est pas irréaliste d'avoir, dans une telle situation, ay P a,
et 3, P ay (o P est une relation binaire au contenu sémantique "meil-
leur que"). Un tel comportement peut se justifier par des considérations
de bon sens dans le cas d'une personne peu fortunée pour qui une perte de
1 000 F entrainerait une ruine totale, ruine que permettrait d'éviter la
possession d'une télévision couleur pouvant éventuellement étre cédée.
Ce raisonnement simple montre que 1'attribut gain n'est pas indépendant
en utilité de 1'attribut télévision couleur, ce qu'on peut interpréter de
deux fagon distinctes dans le langage de chacune des écoles :

- la fonction d'utilité du décideur u(ci, cj) ne peut se décompo-
ser sous la forme a(c,;) + b(cj)'”(ci’ Ej) od c, et c, représentent

J 1 - .
respeéctivement 1'attribut gain et 1'attribut télévision et cj une valeur
fixée certaine sur 1'attribut télévision ;

- on ne peut définir un critére sur 1'attribut gain au sens de la

proposition (1.1).
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Roy (au travers d'avis exprimés oralement) pense qu'il est toujours
possible, en réintroduisant des attributs absents des exemples proposés,
de parvenir 3 des axes de signification indépendants. De fait, dans la
plupart des exemples fictifs révélant une dépendance des attributs, il
est possible d'interpréter cette dépendance comme le signe de 1'omission
d'un attribut important: Ainsi, dans 1'exemple de Fisher et Von Winter-
feld, la possibilité de 1a ruine du joueur et la cessibilité du poste de
té1évision couleur ne sont pas directement prises en compte par le sys-
téme d'attributs (qui n'est donc pas exhaustif). Si 1'on décide d'intro-
" duire un nouvel attribut indiquant la possibilité d'une ruine (R ou R),
les 4 actions seront &valuées par une personne peu fortunée de Ta maniére
suivante :

10 000

e

Dans cette situation, les relations a1 P a2 et a4 P a3 traduisent sim-

10 000
+ TV + R < # TV + R
- 1 000

plement le fait que a5 expose le joueur & une possibilité de ruine.

"I1 n'est bien sir pas possible d'analyser de fagon théorique 1'étendue
du biais instrumental mentionné plus haut. On retiendra cependant que 1'ex-
haustivité du systéme d'attribut est une condition cruciale pour parvenir &
la conception d'axes de signification indépendants. Dans certains cas,
1'exigence d'intelligibilité des axes de signification peut se révéler
antagoniste avec 1'exigence d'indépendance et 1'homme d'étude doit réaliser
des arbitrages délicats i ce niveau. §étir.des axes de signification indé-
pendants implique parfois d'intégrer, dans chaque axe, un nombre important
d'attributs et, ce faisant, d'adopter des critéres résultant d'une "sous-
agrégation” dont le contenu concret, et donc 1'intelligibilité, est faible
(dans le cas d'une sous-agrégation, le critére ne s'exprime pas dans une
"unité physique" simple et est souvent de type qualitatif). Keeney (1977)
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montre que des synergies "physiques'entre attributs peuvent faire douter
de 1'indépendance au sens des préférences de certaines paires d'attributs.
A titre d'exemple, si deux attributs ont &té retenus pour.apprécier 1'ef-
fet de la pollution atmosphérique sur la santé de la population ("taux de
gaz toxiques/m3" et "corps solides en suspension"), i1 est probable que le
taux de substitution entre 1'attribut "gaz toxiques" et tout autre pris en
compte dans 1'étude dépendra du taux de corps solides en suspension (la
nocivité des gaz toxiques les plus courants peut, en effet, étre affectée
par les particules solides présentes dans 1'air). On pourrait donc, dans
cet exemple, chercher & définir un axe de significatiod intégrant ces deux
composantes de la pollution i : le critére qui leur serait associé n'au-
rait alors pas une interprétation immédiate en termes physiques (taux de
502/m3 ou kg de particu1es/m3, ...) mais représenterait un indice quali-
tatif de "qualité de 1'air". Cet élargissement du "support" (au sens de
Roy (1979-83)) des axes de signification permet, nous semble-t-il1, de par-
venir, dans la plupart des cas concrets, a un ensemble d'axes de signifi-
cation dont tous les sous-ensembles sont indépendants au sens des préfé-

rences de Teurs compléments.

Le probléme de 1'indépendance mutuelle au sens de 1'utilité est plus
délicat, méme si, comme nous 1'avons vu d propos de 1'exemple de Fisher
et Von Winterfeld, Ta non vérification de cette condition est souvent due
d 1'absence d'un attribut important. L'étude de E11is et Keeney (1972)
montre que, dans certains cas, 1'aversion pour le risque du décideur vis-
d-vis de certains attributs peut dépendre du niveau d'autres attributs,
en particulier lorsque certains d'entre eux visent & apprécier 1'accepta-
bilité politique ou sociale des projets considéras .

Ce bref survol des problémes 1iés & la conception des critéres dans
un cadre multidimensionnel nous a permis de constater qu'en dépit de jus-
tifications trés différentes, les approches pragmatiques et axiomatiques
ne différaient pas fondamentalement dans leur pratique des études. Toutes
deux 1mp1{quent de pouvoir élaborer, toutes choses égales par ailleurs, un
modéle de préférence par axe de signification.

(%) au travers, par exemple, d'une ana]ysé des courbes d'indifférence entre
gaz toxiques et corps solides.
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C. LA NATURE DE L'INDETERMIMATINN

De trés nombreuses typologies des situations non déterministes ont é&té
proposées dans la littérature. Chacune d'entre elles est le reflet d'op-
tions prises au niveau de 1a modélisation. L'objectif de ce paragraphe ne
peut pas &tre de dresser une liste exhaustive de toutes les sources et les
formes d'indéterminations susceptibles d'étre rencontrées. En effet, cha-
que moddle, 3 la suite d'un arbitrage qui peut étre délicat, structure et
"découpe" son environnement de fagon oropre, compte-tenu de ses objectifs
et des outils qu'il utilise. Ainsi on verré, au chapitre [I, Te rdle fon-
damental que joue la structure d'"ensemble de mélange" (mixture set), trés
1iée 4 la notion de famille de distributions de probabilité sur un ensemble
en théorie de 1'utilitéd. I1 serait irréaliste et inutile de vouloir réunir
toutes ces perceptions différentes dans une liste unique et exhaustive.
Plus modestement, on s'efforcera de montrer comment chacune des &coles
frangaise et américaine pergoivent les phénoménes d'indéterminatfén.

Avant cela, i1 convient d'insister sur le fait qu'on ne peut limiter
1'insertion des phénoménes non déterministes dans -le processus de.modéli-
sation 4 la seule &tape d'évaluation des différentes actions sur un ou
plusieurs attributs. La fagon dont on aura réalisé cette évaluation con-
ditionnera les phases ultérieures amenant i la prescription d'une décision
(en particulier la construction du ou des critéres et leur agrégation).
Sur le découpage en phases du processus de modélisation en dide 4 la dé-
cision, voir Roy (1975) et (1979-83) chapitre 4.

_ La typologie classique des phénoménes non déterministes distingue trois
types de situations (cf. Rizzi (1981), Fishburn (1970) et (1977)) selon
"1'intensité" de 1'indétermination :

- 1'univers certain (ou déterminé ou & information parfaite, cf. Per-
rault (1973) et Rameau (1977)) ;

- 1'univers aléatoire (ou risqué) ;

- 1'univers incertain (ou situation d'extréme incertitude).



Dans le premier cas, chaque action est supposée pouvoir étre évalude
de fagon certaine. Dans le second, chaque évaluation se présente sous la
forme d'une distribution de probabilité objective (que nous indentifierons
d des fréauences a long terme). Au sein d'un univers incertain, on ne
connait 1'évaluation des actions que par référence i 1'occurrence de cer-
tains événements ou "états de la nature”. Selon les hypothéses que 1'on
estime étre en droit d'effectuer sur la vraisemblance de 1'occurence de
ces états de la nature, cette troisiéme situation pourra se rapprocher de
la situation de risque si 1'on fait usage de probabilités subjectives (cf.
Savage (1954)) ou de celle d'ignorance totale (cf. Arrow-Hurvic (1972),

Jaffray-Cohen (1981)) ou encore correspondre d une situation intermédiaire
(cf. Rizzi (1981), Kmietowicz-Pearman (1981) et (1982)).

Cette trichotomie est & 1a base de 1a problématique de 1'école améri-
caine. Si 1'on exclut la situation d'ignorance compléte, elle implique
que toute forme d'indétermination peut se modéliser de fagon appropriée
sous la forme d'une distribution de probabilité soit "objective", soit
"subjective" (sur la distinction entre ces deux notions et pour une bonne
revue des problémes 1iés aux fondements des probabilités, nous renvoyons
d 1'ouvrage de Savage (1954) et au recueil de Kyburg et Smokler (1954)}).

En réaction contre cette approche, Ponsard (1974) et Roy (1982) pro-
posent de distinguer trois sources possibles d'indéterminations dont seule
la seconde serait susceptible d'une modélisation probabiliste :

- 1'erreur représentant un écart a la vérité (erreurs de calcul et
approximation dans la détermination d'une grandeur, biais dans les don-
nées de départ par exemple) ;

- 1'incertitude traduisant un manque d'information sur des événements
futurs ou sur les actions d'autrui ;

- 1'imprécision inhérente au "vaque" et au "flou" entourant les con-
cepts utilisés dans la modélisation. Ainsi, lorsqu'on parle d'un attri-
but "temps de transport", on peut se demander i quel moment de la journée
celui-ci devra étre calculé (heures de pointe, heures creuses), a quelle
vitesse les voyageurs se déplacent durant les correspondances, etc. (1'ex-

emple est di & Roy).
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Ponsard (1974) estime que la trichotomie proposée par 1'école améri-
caine ne constitue qu'une sous-division de ce qu'il appelle 1'incertitude
et que T'erreur et 1'imprécision réclament des traitements spécifiques,

-n'étant pas d'une nature probabiliste. Dans bien des cas, 1'école amé-
ricaine pense qu'il est toujours possible de négliger les facteurs d'er-
reur et d'imprécision en précisant la formulation du probléme, en ayant
recours & des experts, en recherchant 1'information appropriée ou en re-
courrant é des analyses de sensibilité. Cependant, lorsque les phénoménes -
dtudiés sont trds mal connus ou lorsque la recherche d'information est
longue et colteuse, 1'utilisation d'une mod&lisation de type probabiliste
apparait sujette d caution. Dans la pratique des &tudes, les tenants de
1'école américaine recourrent souvent & 1'utilisation d'une loi de proba-

. bilité gaussienne dont les paramétres peuvent varier lors de 1'analyse de
sensibilitéd pour traduire 1a mauvaise connaissance des phénoménes &tudiés.

Ainsi, Keeney et Nair (1974) proposent d'appréhender le colt de construc-
tion et le colt de fonctionnement d'une centrale nucléaire sous la forme

d'une loi normale dont 1a moyenne m est estimée par des experts et 1'é-
cart-type fixé & m/4. Le recours & de tels artifices est souvent rendu

néceSsaire_]crsque le temps et les moyens manquent pour approfondir 1'é-
tude. I1 est alors légitime de se demander si 1'utilisation d'outils ma-
thématiques aussi sophistiqués est conforme d& 1'objectif de 1'homme d'étude
de ne pas faire dire aux données plus que ce qu'elles contiennent. Cer-
taines situations courantes semblent échapper complétement & 1'analyse
probabiliste en raison de leur nature méme. A titre d'exemple, Papassiopi
(1983) étudie un probléme 1ié & 1'impact de 1'implantation d'une centrale
nucléaire ol les mesures de radioactivité effectuées varient & la fois dans
T'espace (i1 existe plusieurs points de prélévement autour du site) et dans
le temps et sont repérées d 1'aide d'appareils dont la précision est trés
loin d'étre infinie.

De nombreux auteurs (Rizzi (1981){$watsbn et al (1979), Freeling (1980))
ont pris le parti de distinguer radicalement 1'incertitude de 1'imprécision
en recourant 3 la théorie des sous-ensembles flous pour modéliser cette '
derniére. La manipulation des sous-ensembles flous et des nombres flous,
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si elle permet d'échapper & une logique binaire du tout ou rien, reste
cependant assez sujette & caution en ce qui concerne le choix des opé-
rateurs utilisés (cf. Thole et al (1979) et Fung et Fu (1974)) et 1'en-
codage des fonctions d'appartenance, ce qui la rend difficilement opéra-

tionnelle.

Roy (1979-83) chapitre 8 propose une typologie des phénoménes d'indé-
termination en huit points portant a4 la fois sur la nature et leur ori-
gine. Sa classification est trés dépendantede sa formalisation particu-
Tiére des conséquences des actions et notamment de la présence de dimen-
sion de préférence ol les échelons sont rangés selon un préordre complet.
On peut 1'adapter schématiquement en distinguant :

a) L'imprécision et les erreurs dues aux calculs effectués et au man-
que de fiabilité des données utilisées. Dans le domaine &conomique par
exemple, Morgenstern (1950) montre bien qu'on ne peut avoir, dans la plu-
part des données, qu'une confiance relative. Ce qu'il montre aux niveaux
des comotes d'une nation reste vrai au niveau de ceux d'une entreprise et
tout spécialement en ce qui concerne 1'estimation des prix de revient.

b) L'imprécision inhérente & 1'usage d'attributs qualitatifs pour
lesquels la perception de contrastes entre différentes situations (fort,
moyen) n'est pas toujours claire.

c) L'imprécision due au flou entourant la définition des attributs :
le taux de change du jour entre le Franc et le Dollar peut étre évalué i
différents moments de 1a journée par référence aux transactions en bourse
ou aux transactions interbancaires et sur différentes places financiéres, etc.

-

d) L'incertitude qui entoure les conséquences futures et/ou inconnues
des actions : comment évaluer dans 10 ans le salaire horaire d'un ouvrier
non qualifié qui travaillera dans 1'usine dont la construction est proje-
tée ?

e) L'incertitude résultant de 1'occurence de certains phénoménes aléa-
toires dont les lois de probabilité sont connues (pluviométrie pour un
probléme agricole, taux de malfagomsdans un processus de fabrication).
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f) L'imprécision issue d'avis contradictoires (divergences d'experts).

g) L'incertitude concernant les conséquences influencées par 1'atti-
tude d'autres acteurs (situation concurrentielle, survenance d'une régle-
mentation gouvernementale, d'uregréve, d'un procés, etc.).

h) L'incertitude due & la nécessité d'évaluer les actions par réfé-
rence i divers scénarios ou "états de la nature".

La multiplicité des sources possibles d'indétermination laisse a pen-
ser qu'il est souvent souhaitable de ne pas s'en tenir exclusivement & une
modélisation probabiliste (points a, b, c notamment). Dans la majorité
des cas, on peut cependant exploiter 1'information pour &tablir une modu-
lation ordinale de 1a vraisemblance des conséquences possibles. I1 con-
vient de rappeler que si l1a prise en compte de 1'indétermination est né-
cessaire en Recherche Opérationnelle (cf. A.3), 1'objectif final de 1'homme
d'étude reste d'emporter la conviction du décideur et de se convaincre lui-
méme. [T ne s'agit donc pas de viser & tout prix & un inventaire et & un
traitement exhaustif de 1'erreur, 1'incertitude et 1'imprécision, méme si
le fait de garder une certaine prudence dans 1'évaluation peut &tre un
élément déterminant aux yeux de 1'homme d'étude.

[1 apparait que le type de modélisation choisie est souvent trés dépen-
dant de 1a personnalité méme du décideur et de sa culture. Ainsi, de nom-
breux indices relevés dans les é&tudes empiriques américaines laissent &
penser que la notion de probabilité est beaucoup mieux intégrée dans les
“mgeurs décisionnelles" aux Etats-Unis qu'en Europe et, en particulier, en
France. I[1 est d'autre part incontestable que la prise de conscience du
caractére aldatoire de certains phénoménes constitue un grand progrés dans
Ta gestion & long terme des entreprises qui a longtemps été fondée sur des

prévisions déterministes. Comme nous 1*avons déja mentionné, ce sont les

'pratiques d'aide & 1a décision dans leur ensemble, immergées dans un con-
texte décisionnel et culturel, auxquelles i1 faut s'intéresser avant de .
pouvoir parter un jugement sur des considérations techniques.



= 31 &

En résumé, on peut mettre en évidence certaines situations pour les-
quelles une modélisation probabiliste semble peu appropriée, méme si 1ton
suppose le décideur prét & se conformer a un type de rationalité sava-
gienne et & se plier d& des méthodes d'encodage. L'école américaine pense
qu'il est toutefois possible d'en rendre compte de toute fagon & 1'aide
de distributiors de probabilités trés générales sur lesquelles on procéde
d des analyses de sensibilité. L'école frangaise estime devoir les trai-
ter de fagon spécifique et récuse 1'usage unique de distributions de pro-
babilités. Cette opposition au niveau de la forme de 1'évaluation des
composantes xi(a)- traduit en fait des options radicalement différentes
tout au long de la modélisation.

La différence tangible entre les deux approches concernant la construc-
tion d'un critére est le reflet et Ta conséquence de toute une série d'op-
tions dont le rapport avec les phénoménes non déterministes n'est pas tou-
jours direct. Eclaircir ce point précis suppose donc de passer en revue,
de fagon détaillée, chacune des approches. C'est ce que s'efforceront de
faire les deux chapitres suivants.
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CHAPITRE T1

UNE DEMARCHE DESCRIPTIVE D'AIDE A LA DECISION :
LES METHODES FONDEES SUR LA THEORIE DE L'UTILITE
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[1 est d'usace de faire remonter 4 1738, avec la formulation nuis la
“résolution" du paradoxe de St Petersbourg par D. Bernouilli, 1'apparition
des concepts utilisés en théorie de 1'utilité. Celle-ci a connu, aprés sa
formulation par Ramsey (1931) et Von Neumann-Morgenstern (1947), un déve-
loppement considérable, tant au niveau théorique que dans ses applications
d diverses sciences sociales (voir les abondantes bibliographies de Fish-
burn (1968) et Schoemaker (1981)}). Conformément & notre objectif de da-
part, nous ne nous préoccuperons ici que de ses applications & 1'aide 3
Ta décision.

La vocation premiére de la théorie de 1'utilité était une analyse pu-
rement formelle des décisions en avenir incertain dans le cadre de la théo-
rie des jeux. En tant que telle, son contenu opératoire était nul en ma-
tiére d'aide @ l1a décision. Cette théorie formelle a ensuite servi de
point d'appui & diverses modélisations et notamment en aide & la décision.
L'analyse du passage de la théorie de 1'utilité & des pratiques d'aide i
la décision s'en réclamant mériterait, d notre sens, une é&tude anprofondie.
IT nous semble, en effet, que ce "glissement" n'était pas naturel a priori.
Sa genése doit peut-étre étre recherchée dans la volonté des &conomistes
(cf. Mosteller et Nogee (1951)) de tester expérimentalement la possibilité
de mesurer une fonction d'utilité définie & une transformation linéaire
prés, ravivant ainsi d'anciennes controverses sur la nature et 1'existence
de 1'utilité (sur ces controverses, voir Stigler (1950)). Keeney (1981)
fait remonter au début des années 1960 les premiéres applications de la
théorie de 1'utilité en vue de 1'aide & la décision sous le nom de "théo-
rie statistique de la décision appliquée" (cf. Raiffa, Schlaifer (1961)),
1'appellation "Decision Analysis" apparaissant en 1966 (Howard (1966)) .

Ces pratiques, tout en se fondant sur la théorie formelle que nous passe-
rons briévement en revue au A), ne peuvent s'y réduire entidrement comme



nous 1'avons vu au I[.A.2. L'objet de la deuxidme section de ce chapitre
sera donc de s'interroger sur ce type de modéle d'aide & la décision en
référence 4 la théorie qui le sous-tend mais aussi aux modéles concur-
rents proposés par 1'école pragmatique.

A. UN APERCU DU MODELE FORMEL NE LA THEQRIE DE L'UTILITE

Avant d'aborder 1'étude de la "Decision Analysis", i1 nous faut, dans
un premier temps, passer en revue quelques points saillants de la théorie
de 1'utilitd. I1 s'agira ici de donner les principaux résultats théoriques
utiles pour comprendre le fonctionnement du modéle d'aide & la décision et
non d'aborder directement 1'aspect technique de ces théorémes de représen-
tation.

1. Le modédle de base en situation de "risque"

Depuis 1'ouvrage de Von Neumann-Morgenétern (1947), de trés nombreuses
versions de théorémes de représentation, garantissant 1'existence d'une
fonction d'utilité se prétant & des calculs d'espérance mathématique et
définie d une transformation linéaire prés, ont &té proposés (cf. Hers-
tein, Milnor (1953), Marshak (1950), Samuelson (1950), Jensen (1967),
Fishburn (1970), ...). Elles différent & la fois par le systéme d'axiomes
proposé et certains détails techniques. Retenir 1'une d'entre elles re-
léve d'un choix assez subjectif s'efforgant de concilier la clarté du théo-
réme et sa généralité. '

Soit X un ensemble fini (nous renvoyons le lecteur & Fishburn (1970)
pour ce qui concerne les conséquences techniques de 1'abandon de cette hy-
pothése). Une mesure de probabilité sur X est une fonction p 4 valeur
dans [0, 1] dé&finie sur &(X) (ensemble des parties de X) telle que :

- p(A) 20 ¥ A F(X) ' (2,1

- p(X) =1 - (2.2)

- p(AuB)=p(A) +p(B) ¥A,BeX) tels que

AnB=29. (2.3)

v
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On peut, & deux mesures p et g, associer une mesure o« p + (1 - a) q
avec o ¢ [0, 11 qui associe, & chaque &lément A de F(X), une valeur
o p(A) + (1 - a) q(A). I1 est facile de montrer que o p + (1 - a) q vé-
rifie (2.1), (2.2) et (2.3). Soit % 1'ensemble des mesures de probabi-
l1ité sur X. |

Le but d'un théoréme de représentation est de trouver une fonction u '
de X & valeur réelle "rendant compte" d'une relation binaire (de préfé-
rence) P dans P de 1a fagon suivante : ¥ (p, q) ¢ P

P P q <=> E(u’ D) > E(U, q) (24’)

o0 E(u, p) = I p(x) u(x).
: Xe X

IT s'agit donc de trouver une fonction d'utilité telle que 1'espérance
d'utilité des diverses mesures de probabilités les classe comme la relation
de préférence. Fishburn (1970) ou (1982) prouve le théoréme suivant :

Théoréme 2.1 : I1 existe une fonction u de X sur R vérifiant
(2.4) si et seulement si P vérifie : '

A, ¢+ P est une relation binaire asymétrique et négativement transitive.
Az :pPg=ap+(l-a)rPogq+(l-a)r ¥Yacel0, I

¥p,q, re®
Ay :pPgq et qPr=Ja, e 0, 1LXI0, I tel que
ap+t(l-a)rPq et qPBpPp+ (1l-28)r.

De plus, si u vérifie (2.4), alors une fonction v vérifie (2.4) ssi
4 a>0 et b tels que v(x) =au(x)+b ¥ xeX.

L'axiome A1 implique Ta transitivité de P ainsi que celle de la re-
lation I définie par pl q ssi nonp P q et nongqP p. A2 traduit
une indépendance de la préférence vis-d-vis de "dilution" probabiliste.
L'axiome A3 est une condition "archimédienne" (cf. VYon Neumann-Morgenstern
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(1953), p. 630) interdisant 1'existence de mesures de probabilité "infini-
ment" préférée (ou détestée) & toute autre.

Une généralisation immédiate du théoréme 2.1 consiste & définir la re-
lation de préférence sur un “ensemble de mélange" ("mixture set", cf. Hers-
tein, Milnor (1953)) dont 1'interprétation concréte reste cependant trés
proche d'un ensemble de mesures de probabilité sur un ensemble. Formelle-
ment, un ensemble 4 est un ensemble de mélange si, & chaque élément p
et q de W, on peut associer, pour tout o e (O, 171, un &lément de A :

ap+(l-a)qg de sorte que (x) -

lp+(1-1)qg=p _
aP+t(l-a)g=(l-a)q+ap
a(Bp+(l-8)q)+(l-a)q=apBp+(l-08)9

~N O

On a :

Théoréme 2.2 (Fishburn (1970)) : Soit of un ensemble de mélange et
P une relation binaire dans . I1 existe une fonction u 4 valeurs
réelles telle que : ¥ (p, q) edl® ¥ o e (0, 1]

= PP g ulp)>u(q) (2.9)
=U(ap*(l=a)q)=aulp)+(l-a)u(q) (2.10)

ssi P vérifie A1, AZ’ A3.

2. Le statut descriptif des axiomes du modéle de base

Une trés abondante littérature a étudié, au travers d'expériences ou
d'observations de comportements réels, le statut descriptif des axiomes
da modéle de base. MNous nous limiterons, dans cette section, i la dis-
cussion du réalisme descriptif des axiomes dans une optique "descriptive"

(*) Nous renvoyons le lecteur & Fishburn et Roberts (1978) ou Fishburn
(1982) pour une généralisation de cette notion autorisant également
la construction d'une fonction d'utilité linéaire.
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(cf. section B), c'est-d-dire en ne remettant pas en cause la possibilité
méme de 1'existence d'une relation de préférence entre loteries ou la pos-
sibilité d'assimiler des actions réelles & des loteries (au contrajre

d'une action "réelle", une loterie peut, en effet, &tre considérée comme
une action "idéale" au sens ol elle est parfaitement déterminée par sa
distribution de probabilité sur 1'ensemble des conséquences (cf. Roy
(1979-1983), chapitre 9)). La plupart des expérimentations décrites ici

se placent précisément dans des situations ol la nature des loteries (pro-
babilités simples) et de 1'attribut (argent le plus souverit) rendent cette
existence la moins sujette & caution a priori (voir B.4 cependant). Nous
reviendrons sur ce point au B tout en mentionnant par avance qu'il a cer-
tainement, pour le modéle d'aide & la décision, des conséquences plus dom-
mageables que les critiques descriptives de cette sous-section. La plupart
de ces études descriptives laissent penser que les axiomes du modéle forme]
sont rarement respectés par des individus émettant des jugements de préfé-
rences sur des distributions de probabilité sur un attribut. Notons cepen-
dant que cette constatation n'implique pas, comme nous le verrons au B, de
renoncer d une utilisation prescriptive (voire normative) de ces axiomes.
De nombreux auteurs concluent au contraire, de cet &tat de fait, qu'il est
d'autant plus nécessaire d'aider les décideurs au travers d'études formelles
fondées sur ces axiomes. MacCrimmon et Larsson (1979), p. 346-347 et Schoe-
maker (1982) montrent cependant que les violations descriptives des axiomes
peuvent étre "fondamentales" au point de rendre toute perspective, normative
ou prescriptive, inutile et irréaliste.

Pendant longtemps, les &tudes empiriques se sont Timitées & 1'apprécia-
tion du réalisme descriptif de 1'axjome d'indépendance A2 d la suite de
Allais (1953). La situation connue sous le nom de varadoxe d'Ailais con-
siste d demander & un décideur d'effectuer deux choix entre des "loteries"
aux conséquences monétaires :

ler choix : aj —— 100 Millions

500 Millions

.1
ou : a, «EEEEEE??EE}OO Millions
.01 0
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11 100 Millions
2e choix : ag '

.89 0

1 500 Millions

\

De nombreuses &tudes expérimentales (Allais (1953), McCrimmon et Lars-
son - (1979), Slovic et Tversky (1974), McCrimmon (1968), Jaffray et Cohen
(1979) pour une expérience semblable et la bibliographie de Schoemaker
(1980) ou (1982)) montrent qu'une proportion importante des sujets préfé-
rent 3 a ) et 3, a aq. Ce comportement entre en contradiction
avec 1'axiome Az. En effet, soit ag et 3 les deux actions suivantes

10/11 500 Millions _
ag < et ag — D
1/11 g

On a :
a; = 0,11 a; + 0,89 a,
a, = 0,11 ag f 0,89 a1
a3 = 0,11 a1 + 0,89 a6
ay = 0,11 a5 + 0,89 ag

On sait (cf. Fishburn (1970)) qu'en présence de A, et A;, on peut rem-
placer la simple implication de 1'axiome Az par une double implication,

-

d'od :
ay p a2 => al p as et a4 P a3==->""a5 P al.

Ce paradoxe a été diversement interprété (Savage (1954), Raiffa (1968),
Morrison (1967), McCrimmon (1968), Slovic et Tversky (1974), McCrimmon et
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Larsson (1979)) quant & ses implications normatives mais son existence n'est
pas contestée.

L'axiome Aq fait de (P, I) wun préordre complet (encore une fois, le
probléme de la signification et de 1'existence de cette relation est dif-
féré jusqu'd la deuxiéme partie de ce chapitre). L'irréalisme attaché a
la transitivité de 1'indifférence, impliquant des capacités cognitives hors
du commun, a &té mis en relief par de nombreux auteurs (exemple de la tasse
de café de Luce (1956), Armstrong (1949), Roy (1978) et (1979-1983)). La
transitivité de l1a relation P semble &tre plus "naturelle". Tversky (1969)
montre cependant qu'on peut expérimentalement obtenir des préférences cy-
cliques, ces intransitivités n'étant pas dues a des "erreurs" aléatoires
puisque pouvant &tre prédites et reproduites. Nous renvoyons & Burros (1974)
pour une analyse critique de 1'argument de 1a "pompe & argent" classiquement
utilisé (cf. Raiffa (1968)) pour supposer la transitivitéd de P et I.

Roy (1979-1983) montre de plus qu'il est souvent irréaliste de supposer
la complétude de P et I et montre 1'intérét de distinguer de I, 1'in-
comparabilité, révélant non une indifférence mais un refus ou une incapa-
cité de choisir (voir &galement Vincke (1981) et Jaffray et Cohen (1982) (*)
pour des études empiriques révélant des incomparabilités). Dans ce cadre
des intransitivités du type aPb,bPc et nonaPc ol a et c
sont 1ncomparab1es ne sont pas choquantes. I1 convient également de ne
pas négliger des possibilités d'hésitation entre P et [ traduisant une
préférence faible. ' ‘

De nombreux exemples ont été proposés pour montrer le caractére con-
traignant de 1'axiome archimédien A3. Thrall (1954) propose la situation
suivante ol trois actions sont en jeu :

a; i gagner une punaise,
a, * gagner deux punaises,

a5 ¢ étre pendu au coucher du soleil.

(*) Pour une étude plus récente, on pourra se reporter & Cohen et al (1983).
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Pour 1a plupart des personnes, on aura a9 P 3, P aq. On peut légitime-
ment douter de 1'existence d'une probabilité o telle que

@ a, + (1 = a) as P ay-

I1 convient cependant de remarquer que ce refus de risquer la mort au cours
d'un "jeu" n'empéche pas ces mémes personnes de conduire une voiture ou de
monter en avion, situations ol la probabilité de décés, quoique faible,
n'est pas nulle (cf. Fishburn (1970)).

Nous renvoyons d'autre part le lecteur & Tversky (1977), Kahneman et
Tversky (1979) et Tversky et Kahneman (1974) pour ce qui concerne la mise
d jour de nombreux "biais cognitifs" dans 1a perception des conséquences
et des probabilités interférant avec le respect des axiomes Al’ Az et A3.

3. Les extensions du modéle de base

De nombreuses généralisations des théorémes 2.1 et 2.2 ont é&té propo-
sées dans la littérature dont on pourra trouver une synthése dans Fishburn
(1979) et (1982) pour répondre aux nombreuses critiques qu'ont suscité Tes
axiomes Al’ A2 et A3. :

Aumarn (1962) affaiblit 1'axiome Ay en supposant que la relation (P, I)
ne constitue qu'un préordre partiel (réflexif et transitif) -et montre qu'on
peut obtenir une représentation 4 "sens unique" ("one-way expected utility") :

pPq=>E(u,p)>E(U,q) ¥(p,q)s b (2.11)

plg=>E(u, p) = E(u, q) (2.12)

Fishburn (1970), chapitre 9 montre que l1a relation (2.11) peut &tretob-
tenue avec un "ordre partiel strict" (P irréflexive transitive, I n'est
donc plus transitive).
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Vincke (1980a) montre qu'il est possible d'obtenir une représentation
a "double sens" Torsque (P, I) est un quasi-ordre (cf. Luce (1956)).
Son résultat se généralise au cas d'une structure plus comp]exe incluant .
deux seuils de discrimination : le pseudo-ordre.

Definition 2.3 : Un couple (I, P) de relations binaires sur un en-

semble X constitue un quasi-ordre si et seulement si :

- ¥(a,b)eX:alb ou aPb ou bPa (ouexclusif) ;

- I est réflexive : ala VYaceX; '

- ¥%a,b,c,de X4 raPb,blc,cPd=aPd (PIPecP);

- ¥a,b,c,dex*iaPb,bPc,ald=nondlc (P2q P =p).
Monjardet (1978) montre 1'équivalence entre de nombreuses définitions

du quasi-ordre proposées dans la littérature. La définition 2.3 est équi-

valente aux définitions "duales" (au sens de Monjardet) utilisées généra-

lement par les auteurs américains (Scott et Suppes (1958), Fishburn (1970)).

Définition 2.4 (cf. Roy (1979-1983), chapitre 7, Roy et Vincke (1982),
Vincke (1980b) : Un triplet de relations (I, Q, P) sur un ensemble X
est un pseudo-ordre ssi :

- (I, %) est un quasi-ordre

(J5, P) est un quasi-ordre °
a, b, ¢, de X
- aPb,blc,cQd=aPd:PIQ
- aQb,blec,cPd=>aPdzsQ1p
- aPb,bQe,cld=>aPd:PQIc
- @& Liby B Qgy g P d=a Pid 3 1°9'P

-

n n
W W U o

n

avec a ~ b ssi aQb ou aPb
a J° b ssi aQb ou bQa ou alb.

Théoréme 2.5 : Si (I, P, Q) est un pseudo-ordre sur X, la relation
S définie par a S b (Vincke(1980b)) ssi ¥ c e X :
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cQa=>c?%hb
cPa=>cPb
bQc=>a?c
bPc=>aPc

est un préordre complet (relation transitive et compléte).

La relation 5 dafinie par a.Sb ssi aSb et nonbSa ¥a,b
eX est un ordre faible (asymétrique et négativement transitive).

Qo -]

La relation S définiepar a Sb ssi aSb et bSa ¥ (a,b)
eX est une relation d'équivalence (réflexive, symétrique, transitive).

On a :
Théoreme 2.6 (*) ; soit (I, Q, P) un triolet de relations binaires sur

un ensemble de mélange ¢/{. I1 existe trois fonctions u, A, ¢ sur off &
valeurs réelles telles que ¥ (a, b) e dl?, ¥ o e [0, 1] :

1) aPb <= u(b) + g(b) < u(a) _ [B.13)
2) a Qb <=>cu(b) + A(b) < u(a) (2.14)
{u(b) +a(b) 2 u(a) '
3) alb <->{u(a) + A(a) = u(b) (2.15)
. u(b) + A(b) = u(a)

4) aSb <= u(a) = u(b) (2.16)

5) 0 s A(a) s a(a) (2:.17)
6) wu(a) > u(b) => u(a) + o(a) 2 u(b) + o(b) et (2.18 a)
u(a) + Ax(a) = u(b) + A(b) (2.18 b)
©7) u(a) = u(b) => u(a) + o(a) = u(b) + a(b) (2.19 a)
u(a) + A(a) = u(b) + A(b) (2.19 b)

8) u(aa+ (1l =-a)b)=au(a)+o(l-a)uld) (2.20)

si et seulement si ¥ (a, b, ¢, d) 5&4

(%) Vincke (1977b) démontre un théoréme similaire mais 1égérement diffé-
rent dans le cadre plus général des quasi-ordres généralisés définis
dans Vincke (1976) ou (1977a).
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Pyt (I, Q, P) est un pseudo-ordre sur oM.

. 2 1,1 _ 21 1
P, : aSb <= 5 a+ 5 c S > b + 5 C-

PyibPa= Ja' telque (a'Qa ou a'la
nona' Sd=>dPa ¥Yded
Pyt bQa= Ja" tel que (a" I a

non a" S d et } —d0a ¥ded
non d P a

Poi{a/cSaa+(l-a)b} et {a/aa+(l-a)bsc}
sont des ensembles fermés.

=

La démonstration de ce théoréme figure i 1'annexe 2.
On a de plus :
Théoréme 2.9 : Si wu, A, o vérifient les conditions (2.13)-(2.20) du-

théoréme 2.8, alors les trois fonctions v, A', o' vérifient (2.13)-(2.20)
si et seulement si Jme R* et neR tels que, ¥ x ¢ di:

v(x) = mu(x) +n (2.23)
Af(x) =m A(X) (2.24)
o' (x) = m o(x) (2.25)

Démonstration : I1 est facile de montrer que si v, \' et o' véri-
fient (2.23), (2.24) et (2.25), elles vérifient également (2.13)-(2.20).
Supposons que u, A, ¢ et v, X', ¢' vérifient (2.13)-(2.20) et donc Pl-
P5 sont satisfaits.

u est telle que :

u(@ a + (L -a)b) =au(a)+ (L -a)ulb) ¥ (a,b)e o
¥Yae [0, 1]

u(a) > u(b) <> asSb
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v vérifiant aussi ces deux conditions, on sait (cf. théoréme 2.2) qu'il
existe deux réels m et n avec m >0 tels que :

v(a) =mu(a) +n ¥aedb
dn a de plus :

o(a) = u(a') - u(a) si a' existe
2g&u(c) - u(a) sinon
et o'(a) = v(a') - v(a) si a' existe
22& v(c) = v(a) sinon
Si a' existe : o'(a) = v(a') - v(a) = m(u(a') - u(a)) = ma(a). Si

a' n'existe pas : o'(a) = sup v(c) - v(a) = m(sup u(c) - u(a)) = mo(a).
Cey ce tu;

La démonstration est identique pour XA'(a) = m A(a).
C.Q.F.D.

Les structures de quasi-ordre et de pseudo-ordre autorisent des géné-
ralisations théoriques intéressantes. Certains exemples. permettent toute-
fois de montrer qu'elles peuvent &tre inadaptées dans un contexte de choix
entre distributions de probabilités. Fishburn (1968') propose la situa-
tion suivante od p, q, §, r sont des distributions de probabilités sur
une échelle monétaire (cf. également Fishburn (1970) et (1970')).

p(100 3)

1 s(40 %) = s(200 3) = 0,5
q(100 3) =1

1 r(102 ) = 1.

1]

[1 est raisonnable de penser que r P q P p, sans pour autant que le
décideur ait de préférence claire entre r et s d'une part et p et
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s d'autre part. Onpose : rI s et s I p. Dans cette situation, 1'axiome
P2 n 12 = de la définition du quasi-ordre est viola. I1 suffit de rempla-
cer P par & dans cet exemple pour 1'appliquer au pseudo-ordre (dans un
pseudo-ordre, (I, ¥) est un quasi-ordre).

L'abandon de 1'axiome archimédien A3 (ou de son correspondant H2 (*))

implique de renoncer & une fonction d'utilité linéaire & valeur dans R.

Hansner (1954) montre qu'il est possible, dans ce cas, de parvenir i une
représentation lexicographique (avec un axiome d'indépendance plus strict
et une condition structurelle supplémentaire sur 1'ensemble de mélanges en
faisant un "espace de mélanges") du type :

PP g <> (u(p)s Up(P)s «vvs Uup(p)) <7 (ug(a)s un(q)s -y up(a))

avec ui(“ p+(1l-a)q)=a ui(p) + (1 - a) ui(q) ¥1 e {l; ccss n} oi
<~ représente la relation lexicographique classique entre deux vecteurs.
Thrall (1954) donne des exemples de situations ol une telle représentation
lexicographique s'impose ; Fishburn (1971), (1974) et Skala (1975) déve-
loppent diverses axiomatisations aboutissant & une représentation lexico-
graphique incluant des fonctions d'uté]ités linéaires.

Samuelson (1952) a montré le rdle crucial de 1'axiome d'indépendance
dans 1'obtention d'une fonction d'utilité linéaire. Machina (1982) montre
cependant qu'en 1'absence de 1'axiome d'indépendance, on peut.cbnserver
une linéarité "locale". Son argument repose sur 1‘'existence d'une fonc-
tion différentiable représentant des préférences sur un ensemble de dis-
tributions de probabilité (1'existence de cette fonction nécessite bien
sir une compléte comparabilité transitive). De cette différentiabilité
découle une "linéarité locale". En d'autres termes, un décideur ne res-
pectant pas 1'axiome d'indépendance mais possédant une fonction de pré-
férence différentiable évalue des changements différentiels dans une dis-
tribution de probabilité comme s'il calculait une espérance d'utilité.
Fishburn (1982') e t (1983) donne une analyse axiomatique détaillée de si-
tuations excluant 1'axiome d'indépendance.

(%) Cf. Annexe 2.
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4. La situation d'incertitude

A la différence de la situation de "risque" (cf. 1), 1'évaluation des
conséquences de la mise d exécution des actions ne peut étre appréciée;
en situation d'incertitude, que par référence & 1'occurence d'"&tats de
la nature" 3 propos de laquelle on ne dispose pas d'une distribution de
probabilité objective. Savage (1954, p. 8 et ss.) définit la "nature" en
tant qu'"objet des préoccupations" du décideur, chaque "état" (de la na-
ture) fournissant une description compléte des aspects, ou caractéristiques,
de 1'environnement (la nature). Dans ce cadre, on peut représenter un pro-
bléme décisionnel sous l1a forme d'un tableau dont les lignes représentent
les différentes actions a; pouvant &tre entreprises et les colonnes les
états de la nature Sj susceptibles de se réaliser. Dans chaque case
Cij figurent les conséquences de 1a mise d exécution de 1'action a, si
1'état Sj se réalise. Dans la plupart des modéles classiques (voir ce=
pendant Luce et Krantz (1971), Balch (1974) et Balch et Fishburn (1974)),
on considére que la décision n'influe pas sur 1'occurence des états de 1a
nature. Un exemple simple de ce type de décision est un jeu donnant droit
d un prix de 10 F si 1'on devine le temps qu'il fera le lendemain & une
heure précise et dans un endroit déterminé. Ici, le "temps" (& 1'heure
et au lieu dit) représente la "nature" dont on suppose que les seuls états
possibles sont : ensoleillé, nuageux, pluvieux. La décision peut se repré-

senter alors sous la forme du tableau :

Tableau II.A.4.1

Etat de 1a nature

Decision Soleil Nuages Pluie
Soleil 10 0 0
Nuages 0 10 0
Pluie 0 0 10

Ce type de situation a regu des traitements assez divers dans la litté-

rature, oscillant entre deux extrémes :
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- T1'ignorance totale (Arrow et Hurwic (1982), Jaffray et Cohen (1981))
ol 1'on suppose que le décideur ne dispose d'aucune information concernant
la survenance des divers états de la nature ;

- T1'approche "savagienne" (cf. Savage (1954)) qui, au travers d'une
axiomatique portant sur la relation de préférence entre les décisions
(vues comme des fonctions associant & chaque &tat une conséquence), per-
met d'expliciter une loi de probabilité unique sur les &tats et une fonc-
tion d'utilité sur 1'ensemble des conséquences en accord avec la régle de
T'utilité espérée.

De nombreux auteurs ont exploré par ailleurs des modéles correspondant
d une situation intermédiaire en supposant 1'existence d'une relation de
plausibilité entre états de 1a nature ou sur un sous-ensemble de 1'ensem-
ble des parties de cet ensemble (Rizzi (1982) et (1983), Fourgeaud, Len-
clud et Sentis (1968), Egle et Munier (1978)) ou, de facon liée, en pen-
sant le décideur capable de classer les probabilités affectées aux divers
états (Kmietowicz et Pearman (1981) et (1982) et Fishburn (1964)). Cepen-
dant, depuis 1'ouvrage de Savage (1954), la majorité des efforts des théo-
riciens s'est concentrée sur ce type de modéles dont sont directement is-
sues les méthodes d'aide & 1a décision de 1'"&cole américaine". C'est
pourquoi nous n'aborderons pas plus avant dans cette section les modéli-
sations se référant a 1'"ignorance totale" ou & 1'"incertitude partielle",
nous contentant de décrire briévement les principales caractéristiques de
Ta théorie d'inspiration savagienne.

La complexité formelle de cette théorie est nettement supérieure &
celle des modéles passés en revue d la section 2. La synthése récente
de Fishburn (1981) montre bien la diversité et le raffinement des mé-
thodes utilisées. Le traitement axiomatique de Savage (1954), bien que
Te plus ancien et souffrant de certaines limitations structurelles, reste
cependant, d bien des égards, le plus facilement interprétable ; c'est
celui que nous avons choisi de présenter briavement. Comme le montre
Fishburn (1981), l1a plupart des modéles théoriques proposés depuis lors

visent & relacher certaines des contraintes structurelles de la théorie
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savagienne (ensemble des états de la nature infini, tous les sous-ensem-
bles d'états de la nature admissibles, probléme des "actes constants")

mais souvent au prix de difficultés techniques et de problémes d'inter-
prétation importants. Mentionnons simplement que Anscombe et Aumann (1963)
et Pratt, Raiffa et Schlaifer (1964) et (1965) ont proposé une alternative
simple & la. théorie savagienne, fondée sur la prise en compte de probabi-
1ités "extérieures" au probléme constituant un "instrument de mesure" de
1"incertitude.

Savage prend pour point de départ un ensemble S d'états de la nature
et un ensemble C de conséquences. On définit 1'ensemble des décisions
F . comme 1'ensemble des fonctions de S dans C.

Soit E =-@%S) ; les &léments e ¢ E sont appelés événements. On dé-
finit une relation binaire % sur F avec ~ une relation définie par :

Vf,f'eF:nonfjp»f" et nonf'ps f s F' o~ f
et %» définie par :

VF, feFifsfenf »f ou f ~Ff

On définit une relation Ph ¥AcE (qui s'interpréte comme une re-
lation de préférence conditionnelle § 1'événement A) telle que f' >A £
<=>g' $ g avec

ff(s) =g'(s) et f(s) =g(s) ¥ se¢A et -
g'(s) = g(s) ¥s £A.

Un événement A ¢ E est dit nul si et seulement si :
f' ~f lorsque f'(s) = f(s) ¥ s £ A.

On définit sur 1'ensemble C une relation binaire P de la maniére
suivante :
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XPy<«<>fjrg avec f(s) =x, g(s) =y ¥ s e S.
On définit de méme sur C une relation I.

Fishburn (1970) reformule et &tend le théoréme de Savage de la maniére
suivante : '

Théoréme 2.7 : Soit % une relation binaire sur F vérifiant les sept
conditions suivantes ¥ f, g, f', ¢' ¢ F, ¥ A, Be E, ¥ x, ¥, x', y' ¢ C:

Sl:
sitif).
52 :si f(s) = f'(s) et g(s) =g'(s) ¥seA
f(s) = g(s) et f'(s) =g'(s) ¥s £A
alors f > g <= f'Y% g'.
53 :S1 A n'est pas nul et si f(s) =x et g(s) =y ¥s ¢ A, alors
f }A g <> XxPy.

% est un ordre faible sur F (asymétrique et négativement tran-

S4 s yPx, f(s) =y ¥se A
f(s) =x ¥s A
g(s) =y ¥seB
g(s) =x ¥ s £8B
et y' P x', f'(s) =y' ¥seA
f'(s) =x'" ¥s fA
g'(s) =y' ¥se8B
g'(s) =x'" ¥s 8B

ﬂom g $feg' >~

SS:H(x,y)eC2 tel que x P y.

86 : Si f % g, alors i1 existe une partition finie de S telle que
si A est un événement de la partition et f'(s) =x ¥s e A et f'(s)
= f(s) ¥s ¢ A, alors f'% g
et si(g'(s) =x ¥seA

?g'(s) g(s) ¥s£A

alors f-} g~

S7 :Sif %A f, ¥xe (x'/ a(s) = x" pour s e A} od fx(s) = X
¥seS,alors f zp 9 et si fx > a f, alors ¢ 7 f

u
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alors la relation » d&finie sur E par :

w
A»B<=>f »g avec x Py

f(s) =x ¥seA
f(s) =y ¥séA
qg(s) = x ‘¥se8B
g(s) =y ¥siB

est telle qu'il existe une fonction unique P sur E vérifiant :
*
a) A »B <= P(A) >P"(B) VA, BcE (2.26 a)
b) BeE et 0spsl=>JCcB tel que P(C)=p P(B) (2.26 b)

c) P(A) 20 ¥ActE
P(E) = 1
¥A,BecE telque AnB =9, P(AuB) =P(A) + P(B).

I[1 existe de plus une fonction u de C & valeurs réelles bornée et
définie & une transformation linéaire positive prés telle que :

f »g <=> ECu(f(s)) ;s P] > ECu(g(s)), P1 (2.27)

L'interprétation de S1 ne soulédve aucune difficulté par;icu11ére et
55 est une condition évidente de non trivialité. L'axiome d'ind&pendance
S2 implique que Ta préférence entre deux décisions ne doit pas dépendre
des événements pour lesquels elles ont des conséquences identiques. L'ex-
emple di & Allais étudié au 2 fournit une illustration de 1'appiication de
52' L'axiome 53 permet d'&tablir une correspondance non ambigué entre la
relation de préférence conditionnelle >A et la relation de préférence
sur 1'ensemble des conséquences P. En conjonction avec 52’ il ne sou-
léve pas de difficulté particuliére. Oans 34, la conséquence y é&tant
préférée 4 x, la préférence f »g traduit le fait que 1'@vénement A
est jugé plus vraisemblable que 1'événément B. y' P x' implique alors



- 59 -

*
que f' ¥ g'. 54 permet de définir la relation ¥ sans ambiguités. Fish-

burn (1970) montre que 51-56 impliquent (2.26 a, b, c). L'axiome 56 a donc
des conséquences importantes puisque (2.26 b) implique que S soit infini.
56 traduit le fait qu'un événement, élément d'une partition de S, peut
étre suffisamment "petit" (improbable) pour qu'il soit possible de modi-
fier sur celui-ci Tles conééquences d'une décision sans changer la préfé-
rence de celles-ci vis-d-vis d'une décision inchangée (cf. Toulet (1982a)).
Ceci implique & la fois le fait de pouvoir trouver de tels événements pe-
tits et aussi qu'il n'existe pas de conséquences infiniment préférées ou
détestées car, sur le "petit" événement, la modification de la conséquence
peut étre quelconque. S7 est un axiome de dominance permettant de vérifier
(2.27) pour toutes les décisions avec une fonction d'utilité bornée. On
peut montrer que Sl-S7 impliquent les axiomes de Von Neumann et Morgenstern
Al-A3 (cf. Fishburn (1970)).

Savage (1954) a donné de 51-57 une interprétation normative (cf. pp. 91
et ss.). De nombreuses études ont montré qu'en tout état de cause, une in-
terprétation "descriptive" 58 de ces nostulats atait fortement sujette a
caution. Les critiques mentionnées au 2 & pronos de 1'hynothése d'ordre
faible restent bien entendu valables ici. Comme nous 1'avons déja mention-
né, 1'exemple d'Allais fournit une large illustration de non respect de
1'axiome d'indépendance Sp- On peut mentionner a ce propos un autre ex-
emple célébre proposé par Ellsberg (1961). Ellsberg propose les deux choix
suivants : on tire une boule au hasard dans une urne contenant 90 boules
dont 30 sont rouges et les autres soit noires, soit jaunes.

ler choix : a; : recevoir 100 3 si la boule est rouge,

a5 recevoir 100 § si 1a boule est noire.
2e choix : a, : recevoir 100 § si la boule est rouge ou jaune,
a, : recevoir 100 3 si 1a boule est noire ou jaune.

=~ W

Le choix 3y préféré a ay et a préféré a ass fait par un grand
nombre de personnes (voir é&galement les expériences liées effectues par

(*)  Au sens donné a ce terme au 2.
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MacCrimmon (1960), Slovic et Tversky (1974), McCrimmon et Larsson (1979),
Cohen et Jaffray (1982)) est incompatible avec S2 puisque seule la con=-
séquence commune sur 1'état de 1a nature "hboule jaune" est modifié entre
) et a3, 3. Ellsberg interpréte un tel choix comme une aversion
vis-d-vis de 1'ambiguité car seules 3, et a, permettent de calculer
la probabilité de-gain.

Apras ce bref apergu théorique, i1 nous faut maintenant analyser le

fonctionnement des moddles d'aide d la décision se fondant sur de telles
analyses. Ce sera 1'objet de 1a section B de ce chapitre.

B. LES ETUDES DN'AIDE A LA DECISION FOMDEES SUR LA THEORIE DE L'UTILITE

Aprés avoir passé en revue les principales caractéristiques de la théo-
rie de 1'utilité, nous nous préoccupons, dans cette section, de montrer
comment les théordmes de représentation évoqués peuvent servir & fonder
des &tudes d'aide & la décision. Nous verrons, dans une premiére sous-
section, comment les concepts théoriques sont repris dans la pratique des
atudes avant d'aborder les hypothéses sous-jacentes i cette utilisation -
et quelques études expérimentales pefmettant de juger de la validité de
ces hypothéses.

1. Du modéle formel au moddle d'aide i la décision

Le modéle d'aide i la décision fondé sur la théorie de 1'utilité vise
i exploiter la relation : p P q <= E(u, p) > E(u, q) issue du modéle
théorique ol p et q sont considérés comme des actions potentielles
dans 1'étude d'aide 4 la décision. Dans le cas discret, on a (cf. I[.A.1) :
E(u, p) = L b(x) x u(x). I1 suffit donc, pour pouvoir classer deux ac-
tions, de ﬁiéposer d'une fonction d'utilité sur 1'ensemble des conséquences
X et de pouvoir caractériser les actions potentielles par une distribution

de probabilité sur cet ensemble. Pour parvenir a cet objectif, i1 est d'u-
sage (cf. Keeney (1982) ou (1980)) de distinguer quatre phases d'analyse () 3

()

Pour une référence en langue frangaise sur ce théme, on pourra consul-
ter Indjehagopian et Thiétart (1976).
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- La détermination des caractéristiques du probléme de décision com-
prenant la génération de 1'ensemble des actions potentielles et la spéci-
fication de 1'ensemble des conséquences. Rappelons que, lorsqu'il est
souhaitable de faire intervenir divers attributs dans cet ensemble, ceux-
ci devront, de préférence, jouir des propriétés d'indépendance mentionnées
au I.B.

- L'évaluation des conséquences possibles des actions potentielles.
La nature du modéle théorique sous-tendant 1'analyse impose ici de recou-
rir & une modélisation de type probabiliste. Lorsqu'aucune distribution
de probabilité fondée sur des considérations de type fréquentiste ne s'im-
pose (ou fondées sur des modéles de simulation), le modéle de Savage four-
nit alors une base théorique justifiant le recours & des probabilités per-
sonnelles (ou subjectives). De trés nombreuses techniques ont &té propo-
sées afin d'@valuer de telles probabilités dont on trouvera une synthése
dans Spetzler et Von Holstein (1975) et Wallstein et Budescu (1983).
L'idée de base de ces techniques reste de faire comparer, au décideur,
une loterie portant sur 1'événement dont on veut estimer la probabilité
subjective et une loterie obtenue & 1'aide d'une technique aléatoire simple
(jet de dés, roulette graduée). Ainsi, si 1'on veut estimer la probabilité

d'un événement E, on pourra faire comparer les loteries =f1 et £2 :

E 1 000 F 5 1 000 F
2, c,/ 5 < .
E\o F 1=p 0F

ou p est une probabilité connue, "visualisée" au travers d'une "roue de
fortune" (cf. Speltzer et Von Holstein (1975), p. 349). Si JH P ;fz,
alors p(E) > p. En faisant varier p, on recherche 1'indifférence entre
Z; et Jf,, ce qui permet de poser p = p(E). Dans la pratique des études,
on a souvent recours a des techniques moins sophistiquées visant soit d la
détermination directe de certains fractiles de la distribution de probabi-
Tité sur 1'ensemble des conséquences associées 3 la mise & exécution de
1'action considérée, soit & celle des paramétres d'une distribution dont
on a auparavant spécifié la forme.
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Dans Te cas ol 1'ensemble des conséquences a une structure multidi-
. mensionnelle, on suppose généralement 1'indépendance en probabilités des
distributions sur chacun des attributs afin de pouvoir mettre en oceuvre
ces techniques d'estimation. Rappeions de plus que de nombreuses &tudes
de psychologie cognitive ont montré la présence de nombreux biais asso-
cids 3 la perception des probabilités (cf. Kahneman et Tversky (1974)).

- La détermination de la structure de préférence du décideur. Cette

8tape vise d quantifier 1'attitude vis=-d-vis du risque et les substitutions
* éventuelles entre les différents critéres au travers d'une fonction d'uti-
1ité. Dans les cas multiattributs, seules les décompositions additives ou
multiplicatives de Ta fonction d'utilité globale sont utilisées dans la
pratique. Keeney (1974) établit le lien entre ces décompositions et les
hypothéses d'indépendance mentionnées au [.8. On a :

Théoréme 2.10 : Soit Xl, Xz, J W Xn les attributs sur lesquels est
définie une fonction d'utilité u(xl, Xgs ees xn). Si tout sous-ensemble
de {Xl, Xz, «.«s X} est indépendant en utilité de son complément dans
ce méme ensemble, alors si n 2 3 :

soit u(xl, Xos +ees xn) = 151 ki ui(xi) (2.21)
n
soit 1+ k ”(xl’ Xos ooes xn) = 121 (1 + Kk ky u(xy)) (2.22)
avec u(il, iz, s X)) =1
U(Xqs Xps <evs X ) =0
ui(ii) =1

ui(%4) =0 ¥ie (1, ..., n} ot X; Py Vi
ki e 10, I ¥7 ¢ {1, ..., n}

et k solution de 1'équation :

(L +k ki) avec k >-1 et k =0. (2.23)
1

1 +k =

n a3

i
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Remarques

1) La condition d'indépendance mutuelle en utilité est équivalente
d la condition suivante Torsque n 23 : 41 e {1, ..., n} tel que
Xi est indépendant en utilité de son complément et {Xi’ Xj} est in-
dépendant au sens des préférences de son complément ¥ j =1 ¢ {1, 2,
... n} (cf. théoréme 6.2 de Keeney et Raiffa (1976)).

2) 81 ki =1, alors k =0 et la forme additive (2.21) doit

i

o3

étre retenue? 1Dans le cas contraire, la forme multiplicative (2.23) s'im-
pose. Bien que 1'@quation (2.23) soit de degré. n, on montre (cf. Keeney
et Raiffa (1976)) que celle-ci admet en général une racine réelle supé-
rieure & - 1 et différente de 0. -

3) Si, en plus des conditions du théoréme 2.8, J (X5 X5s Kgs -res XD,
(x;, xﬁ, Xgy vees xn) avec Xy = Xj et Xy # xE tels que
1/2 (Xi: xéa X3: ey Xn) 1 1/2 Xi, XE, X3, TEE Xn)
[
]./2 Xl]I.s ijl; X39 veey Xn) 1/2 (X'i, Xé, X3, Ok Xn)

alors la forme additive s'impose (condition d'additivité - ou de margina-
1ité - de Fishburn).

Bien que simple du point de vue théorique, le choix entre les deux
formes concurrentes de la fonction d'utilité ne va pas sans poser de
problémes dans la pratique. Le premier critére de choix impose le re-

cours a4 la forme additive dés lors que I ki = 1. L'imprécision entourant
i
1'évaluation de ces coefficients rend cette éventualité trés improbable

(cf. p. 67 ). Le second critére de choix implique que, si la condition

de marginalité est violée (resp. respectée) par une seule paire de lote-
ries, la forme additive est & rejeter (resp. adopter). 1I1 est d noter que
cette condition n'est mise en oceuvre que rarement dans la pratique pour
1'adoption de 1a forme additive, celle-ci n'étant retenue que si les in-
dications fournies par les deux critéres de choix sont suffisamment con-
vergentes (cf. Keeney (1977)). Par contre, une seule violation de la
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condition de marginalité conduit toujours & adOpteF la forme multiplicative
(cf. par exemple Duckstein et al. (1981), p. 49).

Ces deux phénoménes expliquent que la décomposition multiplicative soit
la plus généralement retenue dans les études au détriment de la forme addi-
tive, méme si cette derniére est conceptuellement plus simple. On pourra
consulter 3 ce sujet les études suivantes : Keeney et al. (1976), Keeney
(1979), Keeney et Nair (1976), Keeney (1976), de Neufville et Keeney (1972),
Keeney (1975), Bell (1977).

Lorsque Tes conditions du théoréme 2.8 sont remplies, il suffit donc,
pour spécifier complétement la fonction d'utilité et estimer n fonctions
d'utilité partielles et n coefficients k; permettant de s'assurer que
chacune des fonctions reste bien calée entre 0 et 1 (soulignons que 1'in-
terprétation des k1 en termes de poids n'a de sens qu'une fois les fonc-
tions d'utilité définies (cf. Zeleny (1981)). Dans le cas ol un seul at-
tribut est pris en compte, 1'estimation de la fonction d'utilité uniattri-
but s'opére de la méme fagon que celle des fonctions d'utilité partielles
sous les conditions du théoréme 2.8.

L'estimation des coefficients ki et des fonctions ui(xi) s'opére
au travers de comparaisons d'actions "idéales". Considérons les deux lo-
teries suivantes Ly et L2 :

1 o 0 0 0 0
Ll 0—(x1, Xgs <3 xj-l’ xJ, xJ.+1, ; xn)
o 0 0 0 0
p Xps Xgo ween Xg_ga Xis Xg s oees Xn)

L2
.0 0 0 ~ o} 0
1-p X1s Xos «ovs xj-l’ xj, xj+1, i xn)

Conformément aux hypothéses du théoréme 2.8, L1 et L2 se comparent de

la méme fagon, quelles que soient les valeurs (x?, xg, L x?-l’ x?+1,
i 3 xg) que nous omettrons par la suite. On peut, pour estimer la
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fonction d'utilité, recourir a deux techniques : celle de la "conséquence
variable" et celle de 1a "probabilité variable". Notons~ Ll(xj) la To-
terie donnant avec certitude la conséquence xj et Lz(xj, P, éj) la
loterie donnant, avec la probabilité p, la conséquence ij et, avec une
probabilité (1 - p), Ta conséquence 35

La méthode de 1a conséquence_variable revient d spécifier une probabi-

1ité Po et deux conségquences xj et x, et a demander au décideur 1la

).

conséquence X; assurant 1'indifférence entre L (xf) et L,(X;, Pos X;

. el Ly oy <2 ~J
Si le décideur est capable de spécifier la conséquence xj, on peut alors
poser, conformément aux principes de 1'utilité espérée : uj(xg) = P ui(;j)
- (1 - po) uj(ﬁj). Pour des raisons de perception des probabilités, la va-
leur la plus souvent retenue pour Py est 1/2. On demarre alors la procé-

dure avec Xy = X; et %j = Xy Si
Ly(x¥) I L(%:, %, x.), alors u(x?) = 4
153 253 2% =i : J 2
On itére alors la procédure en considérant les loteries Lz(xg, %’-Ej) et
1 ok *k

= * . * .
Lz(xj"ﬁ’ xj) et en recherchant les loteries Ll(xj ) et Ll(xj ) qui

leur sont respectivement indifférentes. On a alors uj(xg*m) = 0,25 et
KKK

uj(xj ) = 0,75. On peut ainsi obtenir, de facon itérative, autant de

points que 1'on désire pour estimer la fonction uj(xj).

La méthode de 1a probabilité variable est théoriquement équivalente a
la précédente. Elle consiste d spécifier une probabilité p* et 4 deman-
der au décideur la conséquence x; telle que : Ll(xg) I Lz(ij, p”, éd)'
Une fois obtenie la conséquence xg, on peut poser uj(xg) = p*. On itére
alors la procédure en faisant varier la probabilité p*. Pour les deux mé-
thodes considérées, la réponse & chacune des questions posées s'opére en
pratique au travers d'un processus progressif de réduction de la taille
d'un intervalle sur les valeurs de xj et contenant la valeur recherchée
assurant 1'indifférence entre L1 et L2. Cette technique permet, le
plus souvent, d'éviter les biais qu'entrainerait la recherche immédiate

de Ta valeur d'indifférence.
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Une littérature abondante (cf. Pratt (1964)) permet de simplifier con-
sidérab1ement la tdche de 1'analyste en permettant de lier la forme fonc-
tionnelle de la fonction d'utilité & des considérations qualitatives sim-
ples & propos de 1'aversion ou du goGt pour le risque du décideur. Con-
formément & la définition classique, on dira que le décideur présente de
1'aversion (resp. du godt) pour le risque si sa fonction d'utilité est
concave (resp. convexe). La linéarité de la fonction traduit alors une
neutralité.vis-d-vis du risque. La concavité de la fonction d'utilité
traduit le fait que le décideur est prét i payer une "prime de risque" pour
gviter de faire face 3 une dispersion des conséquences (cf. figure 2.1).

Pratt (1964)(m0?tre que 1a mesure locale de 1'aversion pour le risque

u!l x.
r(xj) s = x% permet d'interpréter non seulement le signe de la prime

J

de risque (r(xj) est positif V¥ X en cas d'aversion pour le risque et
négatif en cas de godt pour Te risque) mais également sa variation lorsque
1'on se déplace de long de 1'échelle des conséquences. Lorsque des consi-.
dérations qualitatives permettent d'apprécier le signe, la constance ou la
décroissance de r(xj) le long de 1'échelle, on peut montrer que le choix
de 1a forme fonctionnelle de uj(xj) est fortement contraints. En effet :

- si 1'aversion pour le risque r(xj) est constante, alors uj(xj)
est du type - e—cx’ ¢ >0 (si les préférences croissent avec x et <0

sinon ) ;
- si le godt pour le risque r(xj) est constant, alors uj(xj) est
du type e %%, ¢ > 0. '

Lorsque 1'attitude pour le risque dépend de Ta position sur 1'échelle
(traduisant par exemple le fait.qu'un homme riche est prét a prendre plus
de risques qu'un homme pauvre, en admettant que 1'attribut xj traduise
le patrimoine du décideur et non ses revenus), il est utile d'introduire
une mesure locale de 1'aversion proportionnelle pour le risque r*(xj) =
xj r(xj). Une aversion proportionne11e constante et positive (respecti-
vement négative) traduit une aversion locale strictement décroissante (res-
pectivement croissante) avec X3 et impose une fonction d'utilité du type :
x}-c pour r*(xj) =c<1l ou Log(xj) pour r*(xj) =1 ou - %;(c-l)
pour r*(xj) =c> 1.
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[Tlustration d'une fonction d'utilité traduisant une aversion pour le risque

Si T'on a pu ainsi restreindre 1a classe de fonctions d'utilité admis-
sibles, i1 suffit alors de recourir 3 la technique de comparaison de lote-
ries exposée plus haut pour estimer les coefficients inconnus entrant dans

la forme fonctionnelle retenue.

De méme, 1'estimation des coefficients k. est simple du point de vue

-
conceptuel, méme si la mise en application des méthodes que nous allons évo-
quer souléve parfois, dans la pratique, des problémes importants (cf. Roy

et Bouyssou (1983)). Sous les hypothéses du théoréme 2.8, on a. “1(;1) =1

et ui(ii) =0 ¥ie{l, ..., n}. Considérons les deux 10teyies suivantes :

l =
L, o——————————(il, Xos vens Xis 3 5n)
p ilis itogi)
1° 72 n
et .f 4
L-pxy0 Xpo ooes 2y

L'espérance d'utilité de < est égale, par définition, & p tandis que
celle de L; vaut ki tant dans la forme additive que multiplicative.

Dés lors, si le décideur est capable de trouver la probabilité 'p assu-
rant 1'indifférence entre Li et £, on pourra poser ki = p. On itére
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alors la procéddure en considérant toutes les Toteries Li’ ied{l, ..., n}.

n
Si I ki =z 1, 11 reste donc, pour parvenir & une estimation compléte de
i=1
la fonction d'uti1ité,ra résoudre 1'&quation (2.23) dont on a rappelé qu'elle

admettait une racine réelle unique (avec k > - 1 et = 0).

On voit donc que les techniques d mettre en ceuvre pour estimer les
fonctions d'utilité découlent directement du modéle formel. Si 1'on astime
le décideur capable de toujours comparer de fagon fiable les loteries (por-
tant sur un ou plusieurs aftributs) qu'on lui présente, cette &tape ne sou-
lave en principe aucune difficulté .

- -. Le ctassement des actions et 1'&laboration de 1a prescription. Une
fois évaluées les conséquences possibles des différentes actions et déter-
minée la structure de préférence, le classement des actions s'opére sim-
plement par application du principe de 1'utilité espérée : p P q <=> E(u, p)
> E(u, q). La prescription doit néanmoins tenir compte de la plus ou moins
grande robustesse de ce classement vis-d-vis de la part d'arbitraire ou
d'imprécision entourant 1'évaluation, tant-des conséquences sous forme de
distribution de probabilités que des paramétres entrant dans la fonction
d'utiTita.

2. Un exemple d'application : le choix de sites pour la localisation
de réservoirs (cf. Keeney (1979))

a) Caractéristiques du probléme_de décision

Pour faire face & la demande d'électricité aux heures de pointe, on a
souvent recours i des systémes de réservoirs surélevés dans lesquels 1'eau
est pompée aux heures creuses. L'étude de Keeney (1979), entreprise au
milieu des années 1970, porte sur 1'identification et le classement de
sites pour 1'établissement de tels systémes pour le compte d'une entre-
prise (UCS) produisant de 1'électricité dans le Sud-Ouest des Etats-Unis.
Compte-tenu de 1'information disponible sur la typologie et l1a géographie
de cette région et aprés application d'un modéle & niveau d'aspiration de
type conjonctif, 10 sites potentiels furent retenus au départ de 1'étude.
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Les objectifs de UCS étant 4 1a fois de minimiser les codts de 1'instal-
lation, de limiter 1'impact esthétique des lignes & haute tension néces-
saires pour raccorder celle-ci au réseau ainsi que son effet sur 1'envi-
ronnement. Au regard de ces objectifs et des caractéristiques des sites
gtudidés, quatre attributs ont été retenus pour servir de base & la compa-
raison.(cf. Tableau II.1).

Tableau 2.1
Attribut Unité de mesure |[Plage de variation
X, : Coldt de 1'installation 1a premiére
1 année B 1976 50 75
X, : Longueur des lignes de raccorde- g
2 ment (x) : Miles (1,6 km) 0 800
Xo : Surface de forét (génévrier) en-
3 domagée Acres (0,4 ha) 0 800
X4 : Longueur du cours d'eau endomagée Yard (0,91 m) 0 2000
(*) Cette longueur est modifiée pour tenir compte de la nature des régions tra-

versées en vue de pénaliser les lignes traversant des régions fortement ur-
- banisées ou présentant un intérét "écologique".

b) Llévaluation des_conséquences possibles des_actions potentielles

L'attribut X1 représente les codtsd'investissement et d'exploitation
encourus la premiére année (les coltsdes années ultérieures sont supposés
étre négligeables par rapport a& ce montant) ramenés en § de 1976 par ap-
plication d'un taux d'actualisation de 18 %. L'évaluation de X2 a éte
menée 4 1'aide de cartes tandis que 1'impact &cologique de la construction
a été apprécié par des experts lors de visites sur le terrain. Compte-tenu
de Ta nature du probléme, i1 n'a pas semble souhaitable d'évaluer les dif-
férents sites de fagon probabiliste 3 ce stade du processus de décision.
Cependant, pour prendre en compte 1a mauvaise connaissance du sous-sol de
certains sites ainsi que 1'intérét écologique des régions environnantes,
il a été spécifié deux évaluations possibles pour quatre des dix sites
(cf. Tableau 2.2).
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Tableau 2.2 (source : Keeney (1979), p. 353))

Site Xy X % Xy
51 56.01 97.8 230 0
52 59.18 140.0 150 0
$3 61.48 163.0 0 0
54 59.68 342.3 - 0 0
S5 64.47 91.0 270 0
S6. 61.36 152.7 721 2000
S7 . 58.23 681.0 0 0
$8 59.92 704.0 240 0
59 ©49.71 84.2 260 1900
S10 75.42 392.7 419 1600
597 49.71, 84.2 260 1900
S6; 51,64 152.7 721 2000
s8” 52.98" 704.0 240 0
S7 65.19 681.0 0 0

* 55, 57; 58 : L'évaluation de Xl dépend de la nature des travaux néces-

saires pour la construction du réservoir.
g ° L'évaluation sur X4 correspond ici & un site présentant un interét
écologique unique.

S

c) Détermination de la structure de préférence

L'étude &tant ici menée pour le compte d'une grosse entreprise (UCS),
les auteurs de 1'étude ont interrogé divers dirigeants de celle-ci afin de
déterminer un moddle de préférence. Ayant constaté une absence de désac-
cord majeur entre ces personnes dans les réponses obtenues, ils ont fait
choix de calibrer le modéle de préférence en retenant, pour chaque ques-
tion posée, une valeur moyenne. Une analyse de sensibilité sera ensuite.
effectuée sur ces paramétres.

Une premidre série de questions a permis de s'assurer que les condi-
tions d'indépendance du théoréme 2.8 pouvaient étre considérées comme vé-
rifiées. La condition de marginalité de Fishburn (cf. p. 63) n'étant pas
vérifiée pour une paire de loteries portant sur les attributs Xl et XZ’
les auteurs ont retenu pour base du travail d'estimation la forme multi-
plicative (2.22). Bien qu'aucun des sites ne soit évalué de fagon proba-
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biliste, 1'évaluation des coefficients k; et des fonction d'utilité par-

tielles u; 2 été menée conformément & la procédure décrite d la section
précédente en demandant aux dirigeants de 1'UCS de comparer diverses lote-
ries. Les résultats obtenus sont résumés a la figure 2.3. Il1lustrons,
pour 1'attribut Xl, la détermination de la fonction d'utilité. Les ré-
ponses obtenues (selon la technique de l1a conséquence variable) traduisent

1'indifférence suivante :

><
1]

50

75

caractéristique d'une aversion pour le risque puisque 68,75 > Zﬁ;%;ég =
62,5. En admettant une aversion constante, on sait que la fonction d'uti-

1ité doit étre du type - e avec ¢ <0 ou, plus généralement, u(xl) =

-ae ®4+b avec a>0 et c<0. Ona u;(68,75) = .5, d'od
e-c68,75 = l( -¢50 + e'C75). La résolution numérique de cette équation
donne ¢ = - 0,0975. D'aprés le théoréme 2.8, on peut poser ul(SD) =1

2
et u1(75) =0, d'ou

o O
1
o VI &4
M (@
1
| 1
o

On a, aprés calcul :

a =+ 0,000731
b =1,096
0,0975 x 1
d'otl “l(xl) = 1,096 - 0,000731 e , ce qui est conforme aux don-

nées de la figure 2.3.
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Figure 2.3 : Forme des fonctions d'uti1ité‘et V;leur des ki (source : Keeney (1979))
(x) L'évaluation de la conséquence x4(S;) a 8té opérée au travers d'une fonction
~d'utilité distincte présentant une forte aversion pour le risque.

d) Le_classement des sites et ]'&laboration de_la_prescription

En utilisant la fonction d'utilité multiplicative (2.22) et les données
du tableau 2.2 et de la figure 2.3, on obtient le classement du tableau
2.4. On constate en particulier que le classement de S9 dépend, de fa-
con cruciale, de 1'intérét écologique présenté par le site endommagé.

Afin d'apprécier la robustesse de ces résultats vis-d-vis des paramétres
(ki et ui) entrant dans le modéle des préférences globales, les auteurs
de 1'étude ont procédé i une analyse de sensibilité sur les facteurs sui-
vants : '
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Tableau 2.4 : Classement des sites (source : Keeney (1979))

Sites Rang Utilite
Données de base
S1 1 0.931
S2 2 0.885
S3 3 0.846
S4 4 0.820
S5 5 0.809
S6 6 0.799
S7 7 0.732
S8 8 0.697
S9 9 0.694
S10 10 0.196
Données alternatives
s ©0.941
S6 0.905
S8* 0.780
57" 0.596

- une variation du coit des installations : diminution du coit de 10 %
et augmentation de 15 % pour tous les sites

- une variation des coefficients ki :

changement proportionnel de tous les ks (L ki = 0,8, 1 et 1,5)

modification de k1 et de k2 (kl = k2 et kl = 4 kz),:
- .une variation de 1'aversion pour le risque sur 1'attribut Xl,

chacun de ces facteurs étant étudié séparément. Les résultats de cette
analyse figurent au tableau 2.5.

Compte-tenu de Ta stabilité des classements obtenus au tableau 2.5,
les auteurs de 1'étude ont recommandé de procéder & des études détaillées
des sites Sl’ 56 et 59 qui semblent les mieux placés pour accueillir
le type d'installation projeté.
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Tableau 2.5 : Résultats de 1'analyse de sensibilité (source ; Keeney (1979))

Xy 8y

i ke = Kk moins neutralité
Evaluation 90 % 115 2 " 172 o . : raA=
Site | 4g pase costs costs |C %g 2 0.8 |L ky = L0 (& ky = LS} Jo.s1 k} % ks dﬁﬁﬁﬂsﬂ:" %2;t ;L,

risque risque
s9* |(1) 57:8 1¢2) 5.6 [(1) 62.1 |(2) 2.0 |(2) 59.9 {(1)  s3.2 2} 63.6 [(1) 56.5 [(1) 53.8 {(1) 952.5
51 EZ) 58.7 1(1) 54.5 [(3) 65.8 {1) §9.7 &1) §9.2 |(3) §7.5 51) 6l.4 fZ) 57.3 |(3) 57.7 [(3) &7.4
s6° |(3) 60.7 {(¢) 58.6 |(2) 64.9 |(4) 64.5 54) 62.7 |(2) 56.1 24) 66.7 {3) 58.8 |(2) §7.0 |[(2) &§5.7
s2 zﬁ) 62.0 [(3) &7.8 E4) 69.5 {(3) 62.8 [(3) 62.4 [(4) 61.0 |(3) 64.7 [(4) 60.5 [(4)} §1.¢ (4) §6l.2
$3 [(5) 64.1L|(5) 959.4 |(6) 72.1L|(5) @&4.7|(S) G4.¢4 (5) 63.4 |(4) 66.7 |[(6) 62.7 {(5) 33.9 (5) 63.9
s4 [(6) 65.3 [(7) 62.0 {5) 71.8 27) 66.7 {7) 66.1 i&; 63.6 {7} 69.8 (5; 63.%4 {6) 64.7 |(6) 64.8
S5 [(7) 65.8 |(6) 60.2 (7) 74.8 |(6) §66.0 6) 65.9 |(7 65.5 |(6 67.2 §(7 65.1 |(7) 65.9 [(7) 68.0

Note : Les chiffras donnés ici représentant 1'dquivalent, en termas du seul attribut- Kl' de 1'impact des sites, soit :
ulek 1 (1 +k ky ug(x,)) = 13
14y i Y%y ¥

Les sitas 8, §, 8%, 7" et 10, nettement infarieurs aux autres, ne figurent pas dans ce tableau.

3. Les hypothéses et le- fonctionnement du modéle d'aide & la décision

L'attrait exercé par les techniques de 1'analyse de la décision tient,
pour une bonne part, & 1'existence du modéle formel donnant une assise "lo-
gique" (1'expression "logically sound" se retrouve dans & peu prés tous les
ouvﬁages traitant de 1'analyse de la décision pour justifier de son utili-
sation) aux techniques utilisées.

La "logique" sous-tendant le modéle formel présente comme avantage prin-
cipal de permettre d'aboutir d une représentation numérique:des préférences
assez simple. Comme nous 1'avons déja mentionné, elle n'a pas &té congue
au départ pour pouvdir servir de support d un modéle d'aide & la décision.
Cette section s'efforcera de montrer plus précisément quelles sont les hy-
pothéses et les techniques permettant 1'utilisation des concepts du modéle
formel dans un contexte d'aide & la décision. Nous nous interrogerons suc-
cessivement sur la nature de la relation de préférence supposée exister,
sur les techniques d mettre en oceuvre pour la cerner, sur les moyens d'en-
richir cette relation de préférence avant d'aborder le probléme de 1'inter-
prétation des axiomes et des concepts théoriques en vue de 1'aide & la dé-

cision.
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a) Existence de_la_relation_de préférence et aide d_la_décision

L'axiome A,, présent dans toutes les théories formelles, suppose exis-
ter entre les objets une relation de préférence (préordre, ordre partiel
strict, quasi-ordre, pseudo-ordre). Avec un objectif d'aide & la décision,
i1 convient de s'interroger plus précisément sur la signification de cette
"existence". Ce probléme est déja clairement posé par Rapoport (1956).
Selon lui, 1'axiome Al exclut toute possibilité d'aide & la décision. En
effet, dés lors qu'une relation de préférence est supposée exister, on voit
mal de quelle aide le décideur pourrait avoir besoin. Rapoport conclut donc
que la théorie formelle de la représentation de structures de préférences
de Von Neumann et Morgenstern ne peut servir de fondement § une aide & 1a
décision puisque 1'axiome Al suppose tout probléme de décision déjd résolu.

Pour pouvoir donner un sens aux techniques d'aide a& la décision se fon-
dant sur la théorie formelle, i1 faut donc réinterpréter 1'axiome Al de fa-
gon moins littérale. Comme le notent Fishburn (1967) et Schoemaker (1982),
T'utilisation prescriptive de la théorie formelle vise d conseiller un choix
entre des "alternatives" complexes sur la base des préférences et des golts
fondamentaux du décideur. La ph11osophie de ce modéle d'aide d la décision
devient dés lors plus claire. L'axiome Al doit étre ici interprété comme
stipulant 1'existence des "préférences et godts fondamentaux" du décideur
(par la suite, nous emploierons 1'expression "attitudes de base" du déci-
deur). En conjonction avec les deux axiomes A2 et A3, ces attitudes de
base sont alors représentées numériquement par une fonction d'utilité uti-
lisée ensuite pour éva]ue;, et donc classer, les actions potentielles de
1'étude d'aide & 1a décision. Notons cependant que ces "attitudes de base"
ne concernent que des actions "idéales", c'est-i-dire qu'elles font, en gé-
néral, abstraction des é&léments d'imprécision ou de flou entourant les per-
ceptions des actions réelles.

A titre d'exemple, supposons que 1'on cherche d aider le décideur a
classer un ensemble d'actions évaluées sous forme de distributions de pro-

babilité sur une échelle qualitative & n échelons {el, €5 ens en}, le
décideur préférant de facon claire 1'échelon e, d 1'échelon ey dés lors



- 75 =

que i > j. Si 1'on souhaite parvenir & un classement sous forme de pré-
ordre total de toutes les actions envisagées, i1 faudra obtenir, de 1la
part du décideur, n - 2 ‘"indications" sur ses préférences vis-d-vis du
risque sur cette échelle. En effet, en présence des axiomes du modéle
formel, i1 suffit, pour classer toute loterie sur cette &chelle, de pou-
voir associer d& chaque-échelon e i=2,3,...,n=1 une probabilité
P; telle que

pi en
e; I o<:::::::::
1-p4 e

pourvu que ces attitudes présentent un minimum de cohérence entre elles et
soient telles que P; > pj si i > j. Une fois supposées recueillies ces
attitudes, on peut poser u(ei) = Pis 1 224 35 sy = 1 &L u(el) =0,
u(en) = 1, ce qui définit parfaitement l1a fonction d'utilité et permet de

résoudre complétement le probléme de départ.

Ce mécanisme, simple en apparence et pourtant fondamental si 1'on sou-
haite réinterpréter le modéle formel comme un modéle d'aide & la décision,
n'est généralement pas abordé explicitement. A titre d'exemple, nous re-
produisons ci-dessous les axiomes donnés par Keeney (1980), nécessaires et
suffisants pour 1'utilisation de la "decision analysis" (en les modifiant
légérement, la terminologie de Keeney &tant propre aux problémes de loca-
Tisation, on pourra se reporter également & Keeney (1982))).

Dy : I1 existe au moins deux actions possibles.

02 : I1 est possible d'identifier les conséquences de chaque action.
Cet axiome se subdivise en :

Dza : I1 est possible de déterminer les objectifs du décideur.
Dzb : on peut concevoir des attributs mesurant d& quel point les objec-
tifs sont atteints.

03 : 1 est possible de déterminer la probabilité d'occurrence des dif-
faérentes conséquences pour chaque action.
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D4 : On peut déterminer 1'utilité associée & chaque conséquence. Si
Tes conséquences des actions sont bornées par ¢ et c, cet axiome de-

vient : on peut associer, a chaque conséquence Cq» Un réel u(ci) com=
pris entre 0 et 1 tel que

uies) 2

4 Tk
D5 : Les préférences du décideur doivent :

- @&tre telles que, si deux actions peuvent donner les deux mémes con-
séquences possibles, alors 1'action conduisant avec la probabilité la plus
forte 4 1a meilleure conséquence doit étre préférée ;

- @tre transitives ;

- étre tellesque 1a préférence entre deux actions ne soit pas modifiée
si 1'on remplace une conséquence de 1'une des deux actions par un ensemble
de conséquences muni de probabilités qui lui soit indifférent.

Si cet ensemble d'axiomes ne fait bien sdr plus référence directement
i 1'existence d'une relation de préférence entre les actions, i1 reste né-
anmoins trés proche des axiomes du modéle formel. Leur interprétation pa-
rait assez délicate dans une situation d'aide & la décision puisque 1'a-
Xiome D5 fait référence & une relation de préférence entre les actions
réelles. Dés lors, la relation de préférence utilisée dans DS doit étre
vue comme un prolongement des attitudes de base mentionnées implicitement
dans D4 ou, en d'autre termes, comme un prolongement d'une relation de pré-
férence entre des actions idéales simples, support du recueil de ces atti-
tudes.

De fagon moins formelle, nous dirons que la démarche de la decision
analysis repose sur trois principes

1} i1 existe des attitudes de base du décideur vis-d-vis du probléme
qu'il est possible de cerner au travers d'une comparaison d'actions idéales

simples ;
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2) ces attitudes de base sont conformes aux axiomes du modéle formel ;
3) 1'extrapolation de ces attitudes & des actions réalles, souvent
complexes, fournit une base adéquate & la prescription.

Les techniques d'estimation décrites au 1) permettent de se faire une
idée sur la nature des attitudes de base nécessaires au fonctionnement du
modéle. Nous reviendrons sur ce point plus en détail au b). Mentionnons
simplement que, pour pouvoir &tre utilisées de fagon opérationnelle, ces
attitudes doivent étre :

1) suffisamment "riches" pour pouvoir servir de fondement & la compa-
raison d'actions compiexes ; '

2) suffisamment stables et bien d&éfinies pour pouvoir étre appréhendées
de fagon opérationnelle.

Comme dans .1'exemple de 1'é&quelle qualitative décrit plus haut, on sup-
‘pose généralement que l1a richesse de ces attitudes est telle qu'elle permet
de classer toute action de fagon non ambigué. Ceci revient d dire que le
décideur est capable, de facon potentielle, de classer toutes les actions.
"Pour parvenir 3 ce classement, i1 suffit en effet de faire application des

axiomes Az et A3, que le décideur respectait de fagon "intuitive",dans ces
attitudes de base. Le préordre total mentionné dans 1'axiome A1 peut donc
étre vu ici comme un "préordre total latent" que 1'intervention de 1"homme
d'étude permet de mettre i jour. Roy et Bouyssou (1983) qualifient un tel
modéle de "descriptif" au sens ol i1 cherche & rendre compte de la fagon
la plus précise possible d'une relation de préférence existante. Il est
clair, & notre sens, que ce terme de "descriptif" s'applique également
méme si 1'on suppose seulement 1'existence d'un ensemble d'attitudes de
base, puisqu'en présence d'axiomes (déja vérifiés, souvent implicitement,
au départ) cette hypothdse est équivalente & celle de 1'existence d‘une
relation de préférence compléte.

Concernant 1'existence et la nature de ces attitudes de base, beaucoup
de questions soulevées jusqu'ici ne pourront avoir de réponse qu'au travers
d'études empiriques. I1 convient, avant d'aborder directement ce point, d'a-
nalyser plus avant les mécanismes sous-tendant cette démarche.
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b) Les_techniques d'évaluation des_fonctions d’utilite

Les techniques classiques décrites au 1) visent & recueillir, sur la
base de comparaison d'actions idéales simples, &valuées sur un nombre
d'attribut le plus restreint possible et faisant intervenir des probabi-
lités simples (1/4, 1/2, 3/4), les attitudes de base du décideur. I1 est
d'usage de distinguer deux types d'attitudes qui sont encodées de fagon
séparées :

- celle concernant 1'aversion ou le golt pour le risque du décideur
servant d définir la forme des fonctions d'utilité partielles ;

- celle concernant les substitutions entre critéres permettant de
définir les coefficients k;.

11 est clair que la qualité de ce recueil dépend, de fagon cruciale,
de 1'habileté et de 1'expérience de 1'analyste. Keeney (1977) qualifie
méme cette partie du travail d'"art". La démarche classique consiste,
pour chacune des questions posées, d cerner le plus précisément possible
le paramétre (conséquence ou probabilité selon la technique retenue) as-
surant 1'indifférence entre les deux loteries proposées: Tous les auteurs
insistent cependant sur le fait qu'une analyse de sensibilité systématique
sur les paramétres ainsi estimés doit &tre conduite afin d'apprécier la
robustesse de la prescription. I1 faut noter que cette démarche n'est
pas la seule concevable. Certains auteurs ont insisté sur le fait que
la recherche éystématique d'attitudes de base d'une richesse "infinie"
(c'est-a-dire permettant de spécifier sans ambiguTtés tous les paramétres
de la fonction d'utilité) pouvait conduire a certains biais. Dans cer-
tains cas, la mauvaise connaissance du probléme par le décideur, le manque
de temps pour réaliser le recueil ou la présence de divergences parmi les
acteurs du processus de décision pourront conduire & la recherche d'une
information moins riche. Ainsi, dans 1'exemple de 1'échelle qualitative
mentionné plus haut, on pourrait se contenter de demander au décideur
non pas n - 2 probabilités P; mais n - 2 bornes p?, Pix telles
que :
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CE e, P4 e,
e; P et 0:::::::::j P e,
PRy 8 1-pf &

Pour étre cohérent avec les préférences ordinales exprimées sur 1'échelle,
ces bornes devront étre telles que Pi, > pg ¥is j. Il va de soi que
la prescription sera, dans ce dernier cas, moins “riche" qu'un préordre
complet puisque 1'on ne peut affecter & chaque échelon qu'un "intervalle”
d'utilita.

Aucune considération théorique ne permet de préférer telle ou telle
méthode de recueil. Tout dépend en effet de la nature des attitudes de
base du décideur face au probléme considéré. La description détaillée
d'un processus de recueil de telles attitudes, donnée par Keeney (1977),
montre bien que, dans certains cas, pour un &chelon donné ey i1 existe
un intervalle (Pie p?} d 1'intérieur duquel toutes les actions du type

P
n
o::::::::::e avec p e [py » p?] sont pergues comme équivalentes. Nous
1-p e

1
reproduisons ci-dessous une courte partie du dialogue enregistré par Kee-

ney (1977) od i1 s'agit d'encoder les préférences du Or. Buehring concer-
nant des politiques de développement énergétiques évaluées sur 11 critéres
(1e dialogue se rapporte & une premiére estimation corrigée quelques jours
plus tard aprés réflexion). La partie reproduite traite de -]'estimation
dfun point sur la fonction d'utilité partielle de 1'attribut xlO repré-
sentant des tonnes de plombs dégagés par les systémes produisant de 1'éner-
gie dans 1'atmosphére.

1/2 X1g = 2 000
Keeney : Considérons maintenant la loterie 0““-~h“‘ et
172 X109 * 0

1'option X1g = 500. Que choisireriez-vous ?
Buehring : 500
Keeney : La loterie ou 1l 500 ?
Buehring : Je prendrais la loterie.



Keeney

Buehring :
¢ Que se passe-t-i1 3 800 ?

Keeney

Buehring :
: A1000 ?

: Je pense que je prendrai 1 000.

: L'espérance de la loterie est 1 000 comme vous savez. Et &

Keeney
Buehring
Keeney

Buehring :

Keeney

Buehring :
: Et pas 1 100 ?

Keeney

Buehring :
: Bt 1 200 7

Keeney

Buehring :
: Bien. Prenons 1 100 comme point d'indifférence.

Keeney

Buehring :
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: Et a1l 200 ?

Je continuerais probablement & choisir la Toterie.

Je prendrais 1'option X109 = 800.

1 100 ?

Ld, nous sommes trés proches. Vous pouvez probablement dire
que je suis indifférent entre les deux & 1 100. Est-ce que je
prendrai 1 050 ?

: Prendriez-vous 1 050 ou la loterie ?

Oui, je prendrai 1 050 plutdt que la Tloterie.
1 100 je ne sais pas, les deux sont trés proches.
A 1 200, je prendrais la loterie.

oK.

I1 ressort de ce dialogue, & notre sens, que si 1'on peut affirmer

avec certitude que :

1/2 2 000

i 0850 R ge=m" P 1 200
OwZ\O

1'affirmation :

1/2_—2 000
1100 I o<:::::::::
/270

n'est pas exempte d'un certain arbitraire.
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Davidson, Suppes et Siegel (1957) (voir également Luce et Suppes (1965))
ont proposé une technique permettant d'intégrer explicitement 1a plus ou
moins grande richesse des attitudes de base recueillies. I1s préconisent
de ne pas formuler les questions posées au décideur en termes de recherche
d'une relation d'indifférence pour retenir seulement des préférences bien’
affirmées entre couples de loteries. Les données ainsi obtenues sont trai-
tées par une technique de programmation linéaire qui sera souvent reprise
par la suite.

L'étude’ expérimentale rapportée par Davidson, Suppes et Siegel vise &
estimer la fonction d'utilité pour la monnaie d'un ensemble de personnes.
Leur procédure se fonde sur la comparaison de Toteries du type

1/2__-a ' V2 __c
L o<::::::::: L o==::::::::.

1/2 b 1/2 d

ol la probabilité 1/2 est "visualisée" par un jeu de dés et ol les sommes
d'argent a, b, ¢ et d sont varides au cours de 1'analyse. Conformé-
ment aux principes de 1'utilité espérée, on a :

L PL" <> u(a) + u(b) > u(c) + u(d).

Le plan d'expérience retenu comprenait 35 comparaisons de loteries du type
L et L' obtenues i partir de 6 sommes d'argent différentes. Pour ré-
soudre le systédme de 35 inéquations ainsi obtenu, Davidson, Suppes et
Siegel ont associé & certaines contraintes une variable d'erreur 8 et
ont résolu le programme linéaire

Min 8
s.a. 1'ensemble des 35 contraintes et & une contrainte de normalisation
de la fonction d'utilité.

I1 est clair que 1'estimation ainsi obtenue n'est pas unique et qu'au
minimum de 6 correspond un ensemble de fonctions d'utilité "compatibles"
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avec les données obtenues (cf. sur ce type de probléme Siskos (1983)).

La parenté de cette procédure avec la méthode UTA (cf. Siskos (1980),
Jacquet-Lagréze et Siskos (1982)) et les méthodes connues en marketing
sous le nom de "trade-off" (cf. Johnson (1974), Bérault (1981)) est pa-
tente. Dans tous les cas, il s'agit d'analyser un ensemble de préférences
exprimées sur un ensemble d'actions de référence (supposées soit bien con-

nues, soit facilement analysables) pour aboutir & une ou plusieurs estima-
tions. '

Nous renvoyons le lecteur & Vedder (1973) pour une tentative de forma-
Tisation de ce type de situations. I1 est cependant fort peu probable, &
notre sens, qu'une analyse purement théorique permette de contourner ce
probléme. En effet, i1 est nécessaire de supposer un axiome d'existence
d'une relation de préférence (aussi "faible" soit-elle, cf. A.3) pour par-
venir d une représentation numérique. Que les attitudes de base soient
peu structurées dans 1'esprit du décideur ou que les techniques de recueil
induisent un certain "bruit", ces problémes sont susceptibles d'avoir des
conséquences pratiques non négligeables. Les techniques d'estimation dé-
crites au 1) sont en effet le plus souvent mises en oeuvre de facon & ce
que, d un instant donné, 1'estimation présente dépende des estimations
passées. Cette technique présente en particulier 1'avantage de permettre
au décideur de concentrer son attention sur un groupe restreint d'attributs
jouant un rdle central. Elle permet toutefois de propager les marges d'in-
certitude en "cascade". A titre d'exemple, considérons 1'ensemble du dia-
logue rapporté par Keeney (1977) ol i1 s'agit d'estimer une fonction d'uti-
1ité de type additif sur 11 attributs (cf. Tableau 2.6) (les données pré-
sentées ici portent sur la premiére estimation réalisée). Les estimations
suivantes ont été réalisées :

- Estimation des fonctions d'utilité partielles (cf. figure 2.7)

(1) u2(X7) } Fonctions linéaires estimées sur 1 point

u3(X3), u4(X4), us(Xg, us(Xs), ug(Xg), ulO(XIO’ Ull(xll) : fonctions

présentant de 1'aversion pour le risque du type

CX

u(x) =b -ae “" estimées sur un point.
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Tableau 2.6 : Attributs pris en compte dans 1'étude de Keeney (1977)

Niveaux extrémes possibles

emple :
On a :

Kin = K

10

~
[=)}
|

ol les attributs

(500), K
1700), k, = kg u

1Y
g = K19 Y1pf
= kg ug(150), ky = kg ug(180)

X

11 ®
g Yg

1° Xlo et XB

ky up(616), Ky = &
(50), ky = kg Ug(75), kg

10 Y10

(1 500), k

Attributs Unité de mesure
Pire Meilleur

Xi : Morts- Nombre de morts 700 100
X, ¢ Utilisation permanente

2 de: tarrain Acres 2 000 0

X, ¢ Utilisation temporaire 3
’3 de: “baprain 10° Acres 200 10

X, ¢ Evaporation d'eau 1012 Gallons 1,5 0,5
XS : Pallution de 302 105 tonnes (US) 80 5
XG : Pollution solide 106 tonnes (US) 10 0,2
X5 : Demande d'énergie ther- 12

7 e 10*“ kW/h 6 3
X8 : Dé&chets radioactifs Tonne (métriques) 200 0

. BR i Tonnes (US) de plutonium .
Xg - Secur1tg orodui tes 50 . 0
. Tonnes (US) de plomb

X10 : Santé dagagées 2 000 0

X1 ¢ Production d'é&lectri- 12 -

11 cité - _ 107" kW/h 0,5 3

- Estimation de taux de substitution (apras rangement des ki) - Ex=

(X = 700, X1g = 0) T (X; = 500, Xjg = 2 000) <= k5 = k; x uy(500).

= kg Ypo(t

sont successivement pris comme pivot.




Figure 2.7 :

%= BE =

Uy Uz Uz
o 0
700 4 1 200 110 10
Xy ; X3
1 1 1
ug us Ys
ok 0 % —————"
1.5 1,05 0,5 10 6 0.2
X Xg
1 1 1
uy Ug Ug
0 0 0
6 4.5 3 200 100 0 50 35 0
Xq Xg Xg
1 1 2 i
Yig Uy
0 1.0
2000 1100 0 0.5 1,25 3.0
X0 X1

- Estimation de kl

Fonctions d'utilités partielles (source : Keeney (1977))

By M X X.1)
14 2R ingd B |
(Fog Hos Koy vnns X )Io/
1° =2* =3 =11 \
-4 _X_ls ﬁzs _)53: ] _&11)
d'ol les valeurs des ki ;
1 2 3 4 5 6 7 8 9 10 | 11
ki .6 10,026 |0,022 [0,0175 |.0467 |0,00875 |0,0035 {0,035 |0,058 |.2 |.084
= 1,10.
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En supposant kl connu & + 5 % prés et chacun des taux de substitution
d £2 % prés, on a les bornes suivantes :

Min Max “g’; .
ky 57 .63 .05
kp .02 032 0,57
ks 017 027 0,22
ky 013 022 0,25
ke .038 055 0,18
ke .006 011 0,29
K .002 005 0,42
ky .028 043 0,21
kg 049 0671 0,15
oy 1804 .22 0,10
k1 068 10 © 0,19

Les marges de variation auraient &té encore bien supérieures si nous avions
supposé les fonctions d'utilité mal définies dans un petit intervalle. Cet
exemple permet de mieux mesurer 1'ampleur nécessaire de 1'analyse de sensi-
bilité (nous reviendrons sur ce point au d). Mentionnons enfin que Eliash-
berg et Hauser (1981) ont tenté de formaliser le probléme de 1'estimation
d'une fonction d'utilité comme un probléme statistique d'estimation. 1
suffit pour cela de considérer que la réponse obtenue & chacune des ques-
tions posées ne fournit pas une estimation précise‘des di fférents paramétres
recherchés mais induit, sur 1'ensemble des paramétres, une distribution de
probabilité dont on a spécifié une forme fonctionnelle (en pratique, loi
normale ou exponentielle). Les réponses obtenues sont ensuite utilisées
pour estimer les paramétres de la distribution de probabilité. I1 est alors
possible de recourir & des techniques statistiques classiques pour obtenir
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des intervalles de confiance sur les paramétres de la fonction d'utilité
ou la probabilité qu'une action ait une utilité supérieure & une autre.
Bien que particuliérement &légant, le travail de Eliashberg et Hauser'ne
nous parait pas présenter des avantages déterminants par rapport & une
analyse de sensibilité classique. Leur procédure est en effet assez lourde
et demande parfois de recourir i des techniques numériques. Dans un tel
cas, 1'interaction entre 1'analyste et le décideur lors du processus de
recueil est réduite & sa plus simple expression. Plus fondamentalement,
ces techniques d'estimation supposent la forme fonctionnelle des fonctions
d'utilité connues (c'est-a;dire qu'il a été possible de cerner auparavant,
avec précision, la nature du.golt ou de 1'aversion pour le risque du déci-
deur) alors qu'd notre sens, si 1'on suppose les réponses fournies par le
décideur entachées d'un "bruit aléatoire" (sans rentrer dans la question

de savoir si ce bruit est di aux perturbations induites par les techniques
de recueil ou si il traduit une instabilité des attitudes de base), ce pro-

bléme du choix ce la forme fonctionnelle la plus adéquate est crucial,

Keeney et Raiffa (1976) voient, dans les techniques classiques d'enco-
dage qui imposent au décideur de répondre 3 des questions parfois délicates,
un moyen d"obliger le décideur & réfléchir sur ses préférences et i les
structurer dans son esprit" (p. 190) en se penchant sur ses sentiments
vis-d-vis des conséquences de la mise & exécution des actions. I1 n'est
pas contestable en effet que 1'expression de ses "attitudes fondamentales"
demande au décideur un travail de réf]exion important qui contribue certai-
nement 4 enrichir sa perception du probléme. Cette maleutique (cf. la ré-
férence précise & Socrate dans Keeney et Raiffa (1976), p. 9) auquel 1‘'ana-
lyste soumet le décideur (qui n'est pas sans rappeler la psychothérapie,
cf. Fischhoff (1980)) doit s'analyser comme un processus de formation (on
pourra consulter a ce sujet Howard (1980)) et, partant, de déformation, ce
qui a des conséquences non négligeables sur la fagon de concevoir le re-
cueil des attitudes de base lors d'une étude d'aide & la décision. On
peut en effet 1égitimement considérer (c'est principalement un acte de
foi) que Ta réflexion difficile imposée au décideur lors du processus
d'encodage ne se traduira pas simplement par une mise & jour d'attitudes

"latentes" mais par un enrichissement de celles-ci pouvant, par exemple,
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remettre en cause des idées précongues. Le type méme de questions posées
au décideur.a, d notre sens, le méme effet. Le recours & des loteries
constituant des actions idéales simples pour raisonner le probléme de dé-
cision constitue certainement une profonde modification des habitudes des
décideurs qui semblent plus enclins, de fagon "naturelle", & se situer

par rapport & des actions réelles (cf. Hirsch, Jacquet-Lagréze et Mar-
chet (1978), Jacquet-Lagraéze et al (1978), Jacquet-Lagréze et Marchet
(1978))l I1 est d'ailleurs assez naturel de considérer que 1'analyste
utilisant ce type de modéle, comme tous les analystes, perturbe et in-
fluence le processus de décision bien avant qu'il n'effectue sa prescrip-
tion. Comme Te remarque Roy (1983), chapitre 2 (voir aussi Roy (1981)),

i1 est assez délicat de parler de neutralité ou d'objectivité de 1'analyste.
Cette remarque s'applique d'autant plus & ce modéle que, comme nous le ver-
rons par la suite, les axiomes du modéle formel servent, au cours du pro-
cessus de recueil, de "guide de cohérence" pour la "révélation" des préfé-
rences. Dans le cas ol certaines des attitudes de base du décideur sem-
blent incohérentes au regard .des axiomes, 1'analyste se doit de rechercher
Ta "levée" de cette incohérence (par exemple en répétant certaines ques-
tions, en motivant le-dé&cideur, en recherchant des informations redon-
dantes, etc.). La plupart des praticiens insistent généralement sur ce
rdle pédagogique de 1'analyste et sur les possibilités de manipulation

qui en découlent (cf. Howard (1980), Keeney et Raiffa (1976), pp. 189-191).
Sans bien sdr remettre en cause 1'honnéteté intellectuelle et 1'expérience
des analystes, il convient toutefois de s'interroger sur 1'intérét et la
possibilité de rechercher des attitudes de base stables dans un tel pro-
cessus pédagogique. Dé&s lors que 1'on renonce & supposer 1'existence

d'un ensemble d'attitudes de base stables et structurées, leur extrapola-
tion aux actions réelles du probléme n'est plus une simple conséquence lo-
gique des axiomes du modéle formel.

c¢) L'extrapolation des attitudes de base

Une fois supposé :

- que les attitudes de base sont conformes aux axiomes du moddle for-
mel,
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- que celles-ci sont suffisamment riches pour définir la fonction
d'utilité sans ambiguité et peuvent é&tre appréhendées de fagon opération-
nelle,

- que le décideur souhaite se conformer aux axiomes Al, AZ’ A3,

la validité de 1'extrapolation des attitudes recueillies & 1'ensemble des
actions potentielles de 1'étude d'aide & la décision est garantie par

les théorémes de représentation passés en revue au A. Pour Friedman et
Savage (1948), le seul test "positif" de la théorie réside dans la con-
frontation des choix réels d'un décideur avec ceux déduits de 1'extrapo-
lation des attitudes de base préalablement recueillies. Cette question
est donc principalement d'ordre empirique et nous y reviendrons plus lon-
guement au 4. Mentionnons simplement que la validité de cette extrapola-
tion dépend, de fagon cruciale, de la nature des attitudes fondamentales
recueillies sur la base d'actions idéales. Comme le notent Hull, Moore et
Thomas (1973), la représentation des actions fictives sous forme de lote-
rie (i.e. de jeu) est susceptible d'introduire des biais importants dans
les réponses obtenues, la notion de jeu é&tant particuliérement chargée de
considérations sociales, voire religieuses. Cette difficulté sera d'au-
tant plus importante que ("3 raison ou & tort") la perception des actions
réelles par le décideur se fera davantage en termes d'imprécision, d'er-
reur ou d'indétermination qu'en termes d'incertitude ou de risque (cf.
I.C). Le fait méme de montrer au décideur 1'intérét de raisonner ses pré-
férences pour le codt d'un réservoir & construire dans 10 ans, & partir de
jeux monétaires simp]es; est significatif du rdéle de formation et de dé-
formation exercé par 1'analyste (que le décideur se préte ou non i cette
procédure). )

[T convient ici de rappeler que, méme dans les cas ol les actions ré-
elles sont pergues sur le méme plan que les actions idéales, une littéra-
ture abondante a montré clairement que la statistique était une science
rarement approximée par 1'intuition (sur ces problémes de perception des
probabilités, nous renvoyons, outre les articles déjia cités, & 1'imposant
recueil d'articles publié récemment par Kahneman, Slovic et Tversky (1981)
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et & sa bibliographie). Raiffa (1967) voit précisément, dans les tech-
niques d'encodage de 1'analyse de la décision (et dans 1'expérience de
1'analyste), un moyen de contourner ces biais. [1 est de fait incontes-
table que ces techniques ont souvent &té mises en oeuvre dans le cadre
d'études réelles avec succéds. Mais, méme si 1'on admet qu'elles permet-
tent d'éviter la présence de biais dans la perception des probabilités,
elles n'autorisent une extrapolation des données recueillies (et donc
n‘ont d'intérét en aide & la décision) que si les actions réelles sont
pergues (et partant congues) de la méme maniére que les actions idéales
d ce stade du processus de décision, c'est-d-dire sous forme de distri-
butions de probabilité sur un ensemble de conséquences et si le décideur
souhaite que sa structure de préférence soit conforme d 1'axiomatique du
modéle formel. La premiére de ces deux conditions appelle une analyse
principalement empirique, analyse qui sera probablement fortement dépen-
dante d'un contexte social et culturel (cf. lright et Philips (1983) et
Philips et Wright (1977)). Le rdle crucial joué par 1'acceptation des
axiomes du modéle formel par le décideur mérite que leur statut soit dis-
cuté au sein du modéle d'aide 4 1a décision.

'd) Le_rdle des axiomes

Les axiomes du modéle formel jouent, dans le modéle d'aide i la déci-
sion, un double rdle. Tout d'abord, comme le note Fishburn (1967), ils
constituent un "guide de cohérence" pour le recueil des attitudes de base.
Lorsqu'au cours du processus d'encodage le décideur émet des jugements in-
cohérents (au regard des axiomes), 1'analyste doit s'efforcer de promou-
voir une meilleure réflexion sur les questions posées qui (c'est un acte
de foi) doit permettre de parvenir d un ensemble d'attitudes de base par-
faitement cohérentes avec Ais Ags Aq. Ceux-ci permettent de snécifier
le type d'information permettant 1'utilisation du modéle.

Les axiomes du modéle formel jouent également un autre rdle qui, pour
étre moins souvent évoqué, n'en est pas moins fondamental. Comme nous
.1'avons vu au c), la validité de 1'extrapolation dépend de 1a volonté du
décideur de raisonner son probléme & 1'aide d'une structure de nréférence
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conforme aux axiomes. Ce rdle ne peut &tre tenu pour trivial puisqu'il
est clair qu'il est impossible de demander au décideur s'il est d'accord
avec 1'ensemble des conséquences qu'entrainerait 1'application des axiomes
du modéle formel aux attitudes de base qu'il a exprimées. Pour que ce
point ne souléve pas de difficuT@é, i1 faut que le décideur accepte le
caractére normatif des axiomes (explicitement ou implicitement). Entre

le recueil des attitudes de base et 1'acceptation de la prescription par
le décideur, i1 y a un "acte de foi" dans les axiomes. A notre connais-
sance, seul Howard (par exemple (1980)) reconnait la nécessité du carac-
tére normatif des axiomes dans le modéle d'aide & la décision (et non

dans le modéle formel). Keeney (voir Keeney (1981), p. 387) la nie ex-
plicitement.

Ce point n'est pas spécifique & ce modéle. Dans tous les modéles

d'aide 4 1a décision, pour parvenir i une prescription, le décideur doit
accepter de structurer ou de voir structurer ses préférences par rapport

a certaines conventions ou normes. Au risque de contribuer 3 obscurcir

la terminologie, nous dirons que 1'acceptation de la prescription dépen-
dra de la puissance normative de la convention proposée.

Juger de la plus ou moins grande force normative des axiomes du modéle
formel n'est pas une chose aisée puisqu'elle renvoit au probléme plus gé-
néral de la rationalité qui a soulevé bien des malentendus (cf. la contro-
verse entre Allais et 1'"école américaine" dans Allais et Hagen (1979)).

A ce titre, ce mod&le présente un avantage non négligeable : celui de pré-
ciser clairement la nature de la convention proposée. 11 est d'autre part
indéniable que les axiomes Al et A2 présentent un attrait normatif certain
en premiére analyse. Aq impose & la structure de préférence d'étre com-
pléte et transitive tandis que A2 semble constituer un critére particulié-
rement simple pour juger de deux actions complexes. Samuelson (1952) ana-
lyse 1'axiome d'indépendance comme suit. Soit deux conséquences certaines
a et b telles que aPb. Soit les deux loteries 1 et 1' cons-
truites 4 1'aide de a et de b et d'une conséquence c, 1 (resp. 1)
donnant a (respectivement b) avec une probabilité o et ¢ avec une
probabilité (1 - a). Comme le montre le tableau 2.8, si 1'événement ayant
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1a probabilité (1 - @) se produit, alors 1 et 1' sont équivalentes
tandis que si 1'événement complémentaire se produit, la comparaison de

1 etde 1' se résume d cellede a et de b. D&s lors, 1'axiome im-
pose naturellement que 1 et _1' se comparent comme a et b.

o l -0
1 a c
1 b ¢

Cet axiome et son "acceptabilité normative a priori" a cependant été cri-
tiqué par Allais (1952) et Wold (1952 & 1'aide d'exemples (voir également
la controverse d ce propos dans Econometrica, octobre 1952, pp. 661 et ss.
plus récemment quoique dans un cadre 1égérement différent les implications
normatives de 1'axiome' d'indépendance de Savage S2 ont &8té sévérement cri-
tiqués par Toulet (1982 a et b).

MacCrimmon (1968) a réalisé une expérience tendant d prouver que la
plupart des individus ont tendance & "corriger" leur choix entrant en con-
tradiction avec les axiomes du modéle formel. Cette expérience a été cri-
tiquée par Slovic et Tversky (1974), expérience 1, probléme 1 qui montrent
que seulement 6 % des individus acceptent de réviser des choix violant
1'axiome d'indépendance aprés qu'il leur ait &té présenté des arguments
clairs en sa faveur'(a 1'opposé, 25 % des individus sont amenés d violer
ce principe une fois critiqué devant eux). _L'étude récente de MacCrimmon
et Larson (1979) fournit des indications similaires en montrant 1'attrait
limité exercé par le nrincine ¢'indénendance sur de nombreux individus

(cf. Figures & et € p. 355 et 3638). Pour sa part, 1'axiome A, impose des

v

restrictions structurelles qui, dans la oratique, sont varifiges la alu-
nart du temps. '
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De fagon générale, on peut dire que moins la "distance" entre la "ca-
pacité cognitive" du décideur et celle impliquée par les axiomes sera
grande, plus leur caractére normatif sera "naturel". 11 est cependant
clair que cette exigence implique que 1'aide & la décision pose d'autant
moins de problémes qu'elle est moins utile. En effet, si la capacité co-
gnitive du décideur est proche de celle supposée par les axiomes, 1'appli-
cation de ceux-ci ne pourra contribuer que faiblement a 1'enrichissement
de la perception du probléme. L'idéal serait bien sdr que les principes
de transitivité, de complétude et d'indépendance soient contenus "en
germe", méme dans des structures de préférences "issues" d'une faible
acuité cognitive et perceptive. Pour ce qui est de la transitivité qui
est, a priori, le moins contestable de ces trois principes, 1'argument de
la "pompe a argent" déja évoqué plus haut souligne le caractére "irréa-
Tiste" des structures non transitives qui exposent le décideur i de lourdes
pertes monétaires. L'analyse axiomatique détaillée du Burros (1974) montre
cependant que le décideur peut vouloir adopter, de fagcon cohérente, une
structure de préférence intransitive sans pour autant encourir de pertes
monétaires significatives, sous des hypothéses trés générales. Pour Burros,
le seul prix & payer pour maintenir une intransitivité est 1'abandon des mé-
thodes issues de la théorie de 1'utilité pour résoudre le probléme de dé-
cision considéré. Burros montre de plus que, des trois types d'intransi-
tivités susceptibles de se produire :

- préférences cycliques : pPq, qPr, r P p,

- préférences semi-cycliques : pP q,qPr,p I r (ou aIb ssi
nonaPb et nonbPa), .
indifférence non transitive : pl g, qIl r, pP r,

seul le premier est susceptible de conduire & des situations "indécidables".
Une fois &carté 1'argument de la "pompe & argent" niant la possibilité d'in-
transitivité, i1 devient nécessaire de se demander si la transitivité des
relations de préférence et, en particulier, de l1a relation P apparait
"naturellement" quel que soit le niveau d'acuité perceptive du décideur.
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Une analyse intuitive pourrait faire croire que oui. En effet, la rela-
tion de dominance stochastique du premier ordre entre les actions corres- -
pondant & un niveau de perception extrémement faible (cf. Fishburn (1978),
dans ce cas, on montre que la classe des fonctions d'utilité compatibles
avec le classement obtenu est celle de toutes les fonctions d'utilité mo-
notones, continues et bornées) est transitive de méme que les préférences
trés riches supposées par le modéle formel de la théorie de 1'utilité (la
classe des- fonctions d'utilité compatibles avec le classement est réduite
d une seule fonction définie & une transformation linéaire positive prés ;
i1 n'existe plus, dans ce cas, d'actions incomparables). Pour &tudier ce
probléme, Bisdorff (1981) a mis en place une typologie des différents ni-
veaux possib1es_d'acu1té perceptive du décideur, chacun d'entre eux cor-
respondant & des opérations perceptives (mutation, addition, partition,
etc.) de complexité croissante permettant de comparer les actions. En se
plagant délibérément dans une perspective d'"apprentissage" d'opérations
perceptives permettant au décideur d'enrichir progressivement les compa-
raisons qu'il peut effectuer entre les différentes actions, Bisdorff montre
clairement que si l1a transitivité est présente aux deux niveaux extrémes de
la capacité cognitive du décideur, les situations intermédiaires font appa-
raitre des cas de préférence semi-cycliques (au sens de Burros), une incom-
parabilité venant perturber la transitivité de P (cf. Bisdorff (1981),

p. 167-169). Donner une démonstration compléte des résultats de Bisdorff
sortirait de notre propos. Mentionnons simplement que cette semi-cycli-
cité, correspondant 4 des niveaux d'acuité perceptive intermédiaires, tra-
duit le fait que, pour étre comparées, ﬁeux actions doivent avoir suffi-
samment de points communs mais lorsque pP q et q P r, rien n'indique
que p et r soient suffisamment proches pour étre comparées. Daés lors,
il est naturel que pP q et q P r puissent imb]iquer, selon les cas,
pPr ou pRr (ol R est une relation d'incomparabilité distincte de
1'indifférence).

Le travail de Bisdorff permet de relativiser 1'attrait normatif des
axiomes du modéle formel en montrant que leur intérét tient surtout i leur
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effet "divinatoire". On peut montrer en effet que, sous des hypothéses
trés générales, les structures préférentielles impliquées par une acuité
perceptive élevée incluent les structures induites par des perceptions
plus frustres. D&s lors, 1'utilisation du modéle d'aide i la décision
conduit & faire apparaitre des situations de préférence "intuitives",

ce qui est trés satisfaisant pour un décideur. Cependant, la structure
de préférence révélée par 1'application du modéle d'aide & la décision
peut contenir une part d'arbitraire non négligeable si la connaissance

du probléme par le décideur reste faible. Si 1'effet "divinatoire" de
ces méthodes contribue certainement & 1'acceptation de ces méthodes dans
la pratique, sa reconnaissance ne peut qu'inciter 1'homme d'é&tude 3 rela-
tiviser le caractére normatif des axiomes du modéle (nous renvoyons i Bis-
dorff (1981), pp. 171 et ss. pour une discussion trés &clairante de 1'at-
trait normatif respectif des axiomes Al et A2 ; voir également Slovic,
Fischhoff et Lichenstein (1977), p. 22 pour une discussion de 1'effet
divinatoire).

~ Les quelques pistes de réflexion qui viennent d'étre mentionnées ne
permettent bien sdr pas de juger définitivement du caractére normatif des
axiomes du modéle formel. I1 reviendra i chaque décideur, en derniére
analyse, soit d'accepter, soit de refuser de voir sa structure de préfé-
rence se conformer a cette convention qui, comme nous 1'avons déji men-
tionné, a le mérite d'étre clairement explicitée. Du point de vue de
1'analyste, elle présente 1'avantage d'&tre opérationnelle puisqu'elle
permet, de fagon simple, de définir une fonction d'utilité. L'interpréta-
tion de cette fonction n'est cependant pas dépourvue d'ambiguité dans la

pratique.

e) Llinterprétation de la_fonction d'utilite

Les techniques d'encodage des fonctions d'utilité multiattributs da-
crites au 1) présentent, comme avantage principal, de distinguer radica-
lement Te probléme de 1'attitude vis-d-vis du risque du décideur incluse
dans les fonctions d'utilité partielles u, et le probléme de Ta substi-
tution inter-attributs qui, une fois les fonctions d'utilités définies,
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est traduite par les ;oefficients ki' L'interprétation'de ces paramétres
ne souldve en théorie aucune difficulté. Un exemple simple permet cepen-
dant de souligner 1'interaction importante entre ces paramétres. Considé-
rons une fonction d'utilité additive définie sur deux attributs X1 et
Xz. On a :

u(xXq> xz) = k1 X ul(xl) + (1 - kl) uz(xz).

Soit un ensemble A d'actions dont les éléments sont évalués de fagon
déterministe sur Xl et de facon probabiliste sur XZ. Si 1a fonction
-d'utilité ul(xl) ne traduisait que 1'attitude vis-d-vis du risque du
décideur sur 1'attribut Xl, une modification de ul(xl) ne devrait pas
perturber le classement des actions de A pourvu que uz(xz) reste cons-
tante et que k1 soit modifié de fagon appropriée. 1I1 est facile de mon-
trer qu'il n'en va pas ainsi. Considérons en effet quatre actions a;s
399 A4 et a, telles que :

ay I a2 et a3 I a4.

avec
2 2 3
a1(x]s Xgh 85(x7s X5)s a3(x7, ), g} 2
On a :
Ko U (k) # (1= Ky) E (Uns x1) = ky ug(x2) # (1 = ko) E (u,, x5) et
1 Ygh¥y 1 20 %5 1 ¥4 1 2¢ X3

Ky up(3) + (1= kq) E (ups 23) = Ky up(x]) # (1= kp) E (ups %5).

Supposons que ul(xl) devienne ul(xl). Peut-on trouver un coefficient
ki tel que :

] ] 1 ] 1 ] 1
ki uj(x]) + (1= Kj) E (uys %9) = K} ul(xi) F (1= k) E (uy, x5)
] ] 3 1 ] 1 1
K ul(x]) * (1= K}) E (ups X3) = K] ul(xi) F (1= k) E (Uys Xp) ?
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Si 1a réponse est positive, on doit avoir :

.4 .

k E (ug55) -E(up53) E(uy:59) -E(uy 553)
1 2 . . g

up (XD =up () E(Up 080 46 (uy12) g (63)=Ug (X )€ (U (6 )4 (U o3)

et
. 4 .

. E(up555) € (U 5X) E(Uy»Xp) ~E(Uyx3)
i< Sabarr | ) u (X o

| L f ol . . Ty ; 3 .
Ul(Xl)-ul(Xl)"E(uz,;5%)+E(U2,2_<.§) U]_(Xl)'ul(xl)'E(uz ’251)‘5(”2:52)
On voit bien que si ui(xl) est telle que :

'(xl) - u'(x?) > ul(x%) - ul(xi) et
3

u(xg) = up(x]) < uy(xd) - uy (),

ki ne pourra étre défini de fagon & respecter les deux relations d'indif-
férence. Un exemple de cette situation est mentionné a 1a figure 2.9.
L'interprétation des fonctions d'utilité partielles ne peut donc se faire
indépendamment de références extérieures & 1'attitude vis-i-vis du risque
du décideur. Une fonction d'utilité de type Von Neumann et Morgenstern,
bien que conceptuellement différente des fonctions de "valeur" ordinales
et des fonctions d'utilité traduisant des différences (ou des intensités)
de préférence (cf. Keeney et Raiffa (1976), Fishburn (1970), s'en rapproche
d bien des égards. Ainsi, Keeney et Raiffa (1976, th. 6.1) prouvent que,
Torsqu'une fonction de valeur additivg v(x) existe sur un ensemble Xy X
X2 X ouw % Xn (n = 3), i1 suffit qu'un des attributs soit indépendant en
utilité de son complément pour que la fonction d'utilité prenne une des
trois formes suivantes :

u(x) ~ _'e-cv(x)

u(x) ~ v(x)

a(x) ~ ecv(x)

et qu'en particulier, si u(x) est additive, alors u(x) et v(x) sont
identiques. L'interprétation intuitive de ce résultat est immédiate. En
effet, les conditions permettant 1'additivité de v(x) introduisent une
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Figure 2.9 : Interprétation des coefficients ki d'une fonction additive

une certaine cardinalité puisque, dans ce cas, les fonctions de valeurs
partielles sont intrinséquement 1iées les unes aux autres (cf. th. 5.2 et
5.3 de Fishburn (1970)) étant définies & une transformation linéaire prés
si 1'ensemble des conséquences est infini. De méme, Sarin :(1982) () (voir
également Roy (1982), chap. 9) prouve que; moyennant un élargissement as-
sez naturel de 1'axiome d'indépendance, une fonction d'utilité linéaire
peut étre utilisée pour représenter une relation de comparaison des dif-
férences de préférence pourvu que celle-ci présente un minimum de cohé-
rence avec 1a relation de préférence entre les actions. L'exemple rap-
porté plus haut illustre 1'opinion de Bell (1981) qui inclut explicitement
des considérations de différences de préférence dans la notion d'aversion
pour le risque. L'intérét de ces travaux n'est pas seulement théorique.
Comme le note Sarin (1982), la reconnaissance des liens entre une fonction
d'utilité et une fonction mesurant les différences de préférence accroit
considérablement la variété des techniques d'encodage possible de ces

(*)

Sur ce boint, ou pourra également consulter Krzyézfochicz (1983a).
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fonctions. Bien que 1' interprétation de la notion de différence de pré-
férence souléve des difficultas importantes dans un cadre théorique (cf.
Fishburn (1970), chap. 6), son intérét est évident dans la pratique (et,
en particulier, une fois abandonnée 1'hypothése d'actions mutuellement
exclusives, cf. Roy (1983), chap. 9) et semble assez intuitive. L'at-
trait normatif de cette notion n'est d'ailleurs pas négligeable. Sarin
(1982) et Bell (1981) utilisent le raisonnement suivant pour justifier

les liens possibles entre les préférences sur des loteries et les difféa-
rences de préférence. Considérons trois conséquences a, b et ¢ telles
que la différence de préférence entre a et b soit considérée comme
équivalente a la différence de préférence entre b et c¢. En d'autres
termes, le décideur est prét, de la méme fagon, i passer de a a4 b ou
de b a c¢ (nous dirons que ces mutations sont équivalentes). Considé-
rons la loterie donnant, avec des probabilités 1/2, soit a, soit c. La
comparaison de cette loterie avec b peut s'interpréter comme une loterie
imposant de passer de a a b avec une probabilité 1/2 et de ¢ § b
avec une probabilité 1/2. Or, par définition, pésser de a & b est
équivalent & passer de b 4 ¢ et passer de ¢ & b est équivalent i
passer de b 4 a (pourvu que la comparaison de ces "mutations" présente
un minimum de cohérence). S'il est l1agitime de remplacer une mutation par

une mutation équivalente au sein d'une loterie, la loterie

1/2 a +~ b) 1/2 (b + a)
est équivalente &
1/2 ¢+ b) ' 1/2 b + ¢)
cette derniére loterie pouvant s'interpréter comme une mutation de b a
1/2 a 1/2 a

Ta loterie e::::::::: . Dé&s lors, passer de oz:::::::j i b est
1/2 c 1/2 C

équivalent & la mutation inverse et donc les deux composantes de cette mu-
tation doivent &tre indifférentes. I1 semble assez naturel de penser qu'un
décideur, prét i accepter de facon normative AI’ A2 et AB’ sera également
prét @& faire sien ce raisonnement (méme si, comme le remarque Bell, des
cons1derat1ons ayant trait & 1'anxiété et ay regret interviennent éqale-
ment dans les situations de risque).
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En d'autres termes, si 1'on peut supposer qu'une accroissement de "ra-
tionalité" accroit également l1a cohérence des choix du décideur, i1 n'est
pas @tonnant de penser que les choix en situation de risque et les compa-
raisons de différences de préfarence présentent des points communs. L'a-
xiomatique de Sarin montre précisément que la rationalité supposée par les
axiomes du modéle formel de la théorie de 1'utilité est assez proche d'un
niveau qui garantirait une cohérence trés étendue. Roy (1979-1983), cha-
pitre: 9, p. 381 conjecture que 1'axiomme :

Ry : ¥ (a, b, c) e M ensemble de mélanges, alors
1 1

*
a~s b + 7 C <= (b, a) ~ (a, ¢)
est suffisant pour établir le lien entre les comparaisons simples entre ac-
tions et les comparaisons de différences de préférences permettant, "moyen-
nant des hypothéses additionnelles peu restrictives", de faire, d'une fonc-
tion d'utilité de Von Neumann et Morgenstern, une fonction mesurant égale-

ment les différences de préférence. Ce sera 1'objet du théoréme suivant :

Théorame 2.11 (*) : Soit dl un ensemble de mélanges et % une rela-
tion binaire sur ol xdl. On définit sur A, une relation binaire » par :
a »b<=> (a, b) % (b, b) ¥ (a, b) ecﬂz. Si les axjomes suivants sont
vérifiés : '

A % est une relation d'ordre faible sur di° (asymétrique et na-
gativement transitive),

A2 :(apdb) et O<a<l=Dga+(l-~a)ctab+(l-a)c
¥ (a, b, ¢) ¢ dﬁ,

Ay:abb, bpc=3 (a,8) ¢ 10, 12 tel que
ada+ (l=-a)cHb
byga+(l-g)c,

Ay i (a,b) % (c, d) = (d, c) 5 (b,a) ¥a,b,c, ded,

(*) Ces axiomes ne sont bien sir pas indépendants. Pour une analyse plus
sophistiquée, nous renvoyons d& Vansnick (1984) ou & Camacho (1983)
pour une approche différente.
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. (a, b) ¥ (e g B ey R B, AR,

’

(¢, b),

*
~

Ag @ ¥ (a, b) cdl?, Jcedl tel que (a, c)

Si¥(a, b, ¢, d) el a v et (3, 0) 5 (e, d) > e dbtel
que a e} b et (a, e) g (c, d),

Ag ¥ (& by gy d) eaﬂﬁ tasb Et (a, b) ;_(c, d) => 4 (e, f) edﬂz
tel que (a, e) M" (f, b) et (c, d) 5 (a, e) pour ne N avec M une
relation binaire sur Jb xdl définie récursivement par :

(a, b) M* (c, d) <> (a, b) ~ (c, d) et b~c.
(a, b) M (c, d) <> (e, f) tel que (a, b) M" (e, f) et

(e, £) M (c, d),
1

¥ (a, b, ¢) edd; a~1p 7 € (b, 7] % (a, ¢),

A, =R 5

9 1

"

AIO : 3 (h, b) esz tel que h > b- et tel que }1} ay b Vaed,

alors i1 existe une fonction u & valeur réelle telle que

(a, b) 5 (¢, d) <> u(a) - u(b) > u(c) - u(d) (2.24)
u(e a + (1 - q) b) = a u(a) + (1 = a) u(b) (2.25)

et définie & une transformation linéaire positive prés.
Remarques
L'axiome Al implique que > soit un ordre faible sur . Supposons
en effet a% b et b> a. D'aprés la définition de »:
Ay

ayb <> (a, b) % (b, b) <> (b, b) ¥ (b, a).

Or b%a <> (b, a) » (a, a).
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On a donc, d'aprés A;, (b, b) % (a, a). D'aprés Ag, on a donc (b, a)
(b, a), ce qui viole A1 7 est donc asymétrique (on a de plus (a, a)
(b, b) ¥ (a, b) edL ). Pour prouver la transitivité négative de p,
- supposons. :

e

non a b, nonb »c et a »>c.

Er_gmlgr.ses :bya, c»d et a>c. Ona (b, a)y (a,a) et

(cs b) 3 (bs B). Or, (a, a) ~ (b, b), d'0d (c, b) % (a, a). D'aprés Ag,
(c, a) ;'(b, a) et, d'aprés Aq, (c, a) % (a, a), ce qui viole a »c.

Deuxidme cas : b ~a, c»b et a% c. On ade méme (c, a) & (b, a).
Or, b ~a <=> non (a, b) » (b, b) -et non (b, a) & (a, a). On a donc
(b, a) = (a, a) et (c, a) > (a, a), ce qui viole a »c.

Trolsidne.cas : b > a, ¢ b ot a~c (b, a) % (2, 2) = (b, 2) §

(cx ) <=> (¢, €) )v(am b) <«=> (c,-a) '? (c’ b). Or, (c, b) % (b, b), d'od
(e, @) > (a, &), ce qui viole a »c.

Quatridme cas : b~a, c~b et a >c. Ona (b, a) ~ (a, a) et
(cy b) = (b, b), d'0od (c, b) = (aFa). A et A; impliquent (cf. Lemme 1
de Fishburm (1970b)) (¢, 2) ~ (b, a), d'od (c, a) = (a, a), ce qui viale
a yc.
C.Q.F.D.

Les axiomes Al. Az et A3 impliquent donc ceux du theoréme 2.1. Les
axiomes Al’ A4, A5, AG‘ A7 et A8 sont les axiomes de Suppes et Zines (1963)
garantissant 1'existence d'une fonction vérifiant (2.24) ét dafinie & une
transformation linéaire prés (cf. Fishburn (1970), pp. 84-86) ou, pour un
corps d'axiomes similaire, Krantz et al. (1971), p. 151 et ss.). L'axiome
Ag est proposé par Roy (1983) tandis que A10 assure que le support de 1'en-
semble de mélange considéré est borné.

On trouvera la démonstration de ce théoréme 4 1'annexe 3.
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Le théoréme 2.11 fournit donc, avec 1'axiome Ag'Rl’ une condition sim-
ple et testable empiriquement, si 1'on peut donner une interprétation opé-
rationnelle claire de 1a notion de différence de préférence pour.juger de
la cohérence de Ta relation de préférence sur un ensemble de mélange et
d'une relation d'intensité de préférence. Outre les travaux de Sarin
(1982), i1 faut noter que c'est Allais qui, le premier, se préoccupa de
ce probléme (1952), Annexe 5 et surtout (1979), Annexe B. La complexité
de sa démonstration est assez importante. Sa preuve repose sur un "axiome
d'isovariation cardinale" qu'il est possible d'interpréter de 1a maniére
suivante en utilisant nos notations : '

s e e e e s e e e e e S S D D S S D N e e

¥ (p, q) i, 3 (rs s) HP tel que

(P> 7) ~ () 5):

De plus, ¥ a ¢ [0,1], ona : )

(@p+(l-a)d ar+(l-a)s)~(pr).
Cet axiome nous semble & la fois plus restrictif et beaucoup moins intui-
tif que Ag‘R1- ' '

M8me si 1'interprétation des concepts intervenant dans le modéle n'est
pas toujours gvidente, 1'analyse de 1a décision fournit un cadre permet-
tant d'opérer des analyses de sensibilité du classement obtenu vis-ad-vis
des paramétres dont la quantification parait sujette a caution (cf. Kee-
ney (1980), chap. 8). Tous les auteurs insistent sur le caractére crucial
de cette analyse de sensibilité permettant d'apprécier la plus ou moins

grande probance des résultats. Cette analyse peut porter sur :

- les caractéristiques générales du probléme étudié : ensemble des ac-
tions potentielles, ensemble des attributs ;

- 1'évaluation des conséquences des actions ;

- les paramétres intervenant dans la fonction d'utilité globale (ki’
“1)'

Les deux premiers points ne sont pas spécifiques au modéle étudié et nous
ne nous y attarderons pas, bien que, dans la plupart des études, ils aient
une influence déterminante.-
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De fagon générale, la fonction d'utilité globale s'exprime sous la
forme u = f(ul, Ups wves Ups kl’ k2’ P km) (cf. théoréme 2.10).
L'analyse de sensibilité peut donc s'opérer & la fois sur les fonctions
d‘utf11t§~par;iel1e§ et sur les coefficients k.. Si, dans la plupart
des cas, on peut estimer connues les. caractéristiques générales de la
fonction (aversion ou godt pour le risque constant, croissant ou dé-
croissant = nous reviendrons. sur ce point & 1a fin de ce chapitre) dé-
terminant sa fbrmerfﬁnctionneJTe, i1 convient de s.' interroger sur la pro-
bance des: réponses obteﬁues.de'Ta-part du décideur ayant permis d'estimer
précisément la fonction. Comme nous 1'avons vu au b), il est assez cou-
rant de devoir se contenter, pour &valuer ces paramétres, d'une plage de
variation parfois assez étendue. I1 en va de méme pour ce qui concerne
les ki ; les taux de substitution et les réponses aux questions en termes
de loteries, nécessaires pour leur estimation, n'&tant jamais connus avec
une précision qui rendrait superflue Teur remise en cause. I1 importe de
souligner ici que T'estimation-de ‘ces- paramétres est fortement dépendante
des estimations réalisées antérieuraméni.tcf. 1'exemple du choix énergé-
tique donné au b). La figure 2.10 résume 1'ensembie de ces dépendances
dont i1 faut tenir compte lors. de 1'analyse de sensibilité, ce qui rend
sa complexitd importante si 1'on souhaite:effectuer un balayage systéma-
tique des valeurs plausibles de 1'ensemble des paramdtres. L'analyse de
sensibilita dait s'opérer & partir de données de départ fournies par le
décideur :

- les réponses & des loteries unidimensionnelles permettant d'estimer
les u; 3 . T
- les réponses 3 des questions en termes de taux de substitution ;
- les réponses 3 des loteries multidimensionnelles permettant 1'es-

timation des ki'

Comme nous 1'avons dé&jd mentionné au b), les techniques d'estimation utili-
sées=permettént Ta propagation en cascade des marges d'incertitide. La
figure 2.10 fait apparaftre que seule uné-ana]yse conjointe de tous les
paramétres peut permettré d'apprécier 1a robustesse des résultats finaux.
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Figure 2.10 : Schéma général de 1'analyse de sensibilité

On constate cependant, & 1a lecture de la plupart des études, que 1'analyse
de sensibilité est souvent effectuée directement sur le résultat des cal-
culs (valeur des ki) De plus, ces

études (cf. par exemple celle de Keeney (1979) résumée au B.2) analysent

et non sur les données de départ.

généralement chaque paramétre séparément (u ki’ dvaluation), ne balayant

-i!
ainsi qu'une faible portion de T1a plage de variation possible compte-tenu
des marges d'imprécision fixées au départ. 1I1 est clair que cette pra-
tique peut avoir des conséquences non négligeables en conférant une

probance indue d un résultat et, en tout &tat de cause, lTimite singu-
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1ié@rement Tes possiBiYités‘offértes par la quantification explicite de
chacun des paramétres et leur intégration dans un modéle clairement dé-
fini. '

"~ Roy et Bouyssou (1983) voient,-dans ce phénoméne, une conséquence du
caractdre descriptif du moddle ou, plus exactement, de la 1égitimation
descriptive qu'en donne la théorie formelle. En effet, dé&s Tors que 1'on
suppose exister chez lTe décideur des attitudes de base suffisamment sta-
bles et hien affirmées, le rdle de 1'analyse de sensibilité devient moins
de couvrir systématiquement une large plage d'indétermination qﬁe de se
garantir contre le bruit inévitable engendré par 1'encodage. Les tech-
niques d'estimation des fonctions d'utilité visent d'ailleurs & recher-
cher une grande cohérence dans les réponses obtenues par le biais de la
mise en &vidence des "incohérences" issues de réponses 3 des questions de
contrdle redondantes. Néanmoins, 3 notre sens, cette cohérence traduit
au moins autant un choix effectué %'T'intérﬁeur d'ure plage d'indétermi-
nation que la réduction de cette plage autour d'attitudes précises sup-
‘posées par le décideur. I1 est sagnifﬂcat1f de constater 3 cet égard que,
d notre connaissance, la plupart des &tudes publides en ce domaine (cf.
les références ci-dessus). procddent par analyses "marginales" (cf. Roy et
Bouyssou (1983), par opposition & uhe analyse conjointe de tous les para-
métres. du moddle. - Ici, chaque paramdtre varie séparément dans une plage
de variation qui n'est pas forcément de faible ampleur). Comme le note
Howard (1980), 1'urgence de ce probléme est souvent tempérée par le fait
qu'en pratique, les actions étudiées sont suffisamment contrastées pour
qué-leur classement ne, soit pas sensibles 3 des modifications conjointes
des ‘paramétres du modéle'(*). C'est pourquoi nous ne présentons pas, dans
ce travail, d'exemple numérique 3 propos d'une analyse de sensibilité con-
cernant une &tude publiée. La remarque de Howard ne doit cependant pas

oo IT est cependant bon de noter que 1'analyse de sensibilité ne vise
pas seulement d gérer la part d'arbitraire entachant 1'évaluation de
certains paramétres mais également & fournir au décideur des 1nfor-
mations concernant certaines "zones critiques" od de faibles varia-
tions sur les paramédtres perturbent profondément les résultats du
modéle. Ce dernier type d'information peut &tre pertinent, meme si
les act1ons sont trés contrastées.
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faire oublier qu'il n'y a aucune raison, a priori, pour renoncer i une
analyse de sensibilité s'attachant & explorer, de maniére systématique,
1'espace des paramétres que 1'on estime plausible. Ceci est d'autant
plus justifié qu'd notre sens, la pratique d'analyse de sensibilité mar-
ginale traduit bien plus le caractére descriptif du modéle que la recon-
naissance du fort contraste pouvant éventuellement exister entre les ac-

-

tions d étudier.
De plus, comme nous le verrons au 4, 1'hypothése d'attitudes de base
stables est loin d'étre corroborée'par les &tudes empiriques dans ce do-

maine.

4. Quelques &tudes empiriques pour juger du modéle d'aide & la déci-

sion

Comme nous venons de le voir, la probance prescriptive de Ta “Decision
Analysis" dépend, de fagon cruciale, de ]'existence, chez le décideur, d'un
ensemble d'attitudes de base cohérentes vis-d-vis du probléme et de la pos-
sibilité de les recueillir de fagon opérationnelle. Nous présentons et
analysons, dans cette section, un certains nombre d'études se rattachant

i cette question. =

Peu aprés la publication de 1'ouvrage de ‘Von Neumann et Morgenstern,
des économistes (Mosteller et Nogee (1951)) et des psychologues (Davidson,
Suppes et Siegel (1957)) se sont préoccupés de savoir s'il était possible
de déterminer empiriquement des fonctions d'utilité & partir de choix ef-
fectués par des sujets en laboratoire. L'attention des &conomistes s'est
cependant principalement portée, durant cette période, sur 1'attrait nor-
matif et le réalisme de 1'axiome d'indépendance du modéle formel (cf. B,2)
constituant la principale différence entre la rationalité supposée par Von
Neumann et Morgenstern et la conception "ordinaliste" classique de la ra-.
tionalité. Avec 1'apparition, dans les années 1960 (cf. B.1) de la "Deci-
sion Analysis", les efforts de recherches empiriques s'orientérent presque
exclusivement vers le probléme de 1'encodage des probabilités subjectives,

les premidres études empiriques semblant avoir prouvé la possibilité de
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construire des fonctions d'utilité de fagon opérationnelle (quitte d Tes
définir 4 partir de préférences sto;hastiques, cf. Mosteller et Nogee
(1951)). En dépit des nombreuses applications et succés des techniques
de Ta decision analysis.,. Te.pfobléme de 1'existence et du recueil des at-
titudes de base a retrouvé une actualité certaine depuis une dizaine d'an-
nées. Ces &tudes récentes laissent & penser que la construction d'une
fonction d'utilitd est une tiche plus délicate que ce que Tes premiers
travaux: n'avaient Taissé& penser. On peut schématiquement regrouper ces
études autour de deux pdles . Te premier concerne la perception et la ma-
nipulation des.prdbabi1ités-par les ‘décideurs ; le second leurs attitudes
de base face d des choix simpieé comportant un risque.

a) La_perception_des _probabilitss

De tras nombreuses études ont &té consacrdes tant aux techniques d'en-
codage des probabilités (Speltzer‘et Von Holtein (1975)) qu'au probléme de
perception par Tes individus d'un environnement comportant des aspects
aléatoires. Ces questions sont 1mportantes 4 un double titre. Premidre-
ment, Ta théorie formelle suppose que 1'ensemble des actions jouisse des
propriétés d'en ensemble de mélanges (cf.:A). Autremeht dit, la percep-
tion des actions: et de leurs conséquences doit étre conforme aux principes
du calcul des probabilités. Ensuite, il est nécessaire de pouvoir affec-
ter une probabilité-aux diverses conséquences d'une action avant de pou-
vair appliquer les principes de 1'utilité espérée.

Un nombre .trds important d'études émanant pour la plupart de psycho-
Togues-expéfﬁmentaux ont clairement montré les faibles dispositions de la
plupart des individus & émettre des Jugéments conformes aux principes de
base du calcul des probabilités. Ces jugements reposent le plus souvent
sur des heuristiques hautement simplificatrices, conduisant & des incohé-
rences 1mportantes (ct. Tversky et Kahneman (1973) et (1980), Kahneman et
Tversky (1972), Bar Hillel (1973) et (1980), la synthése de Tversky et
Kahneman (1974), la plupart des &tudes récentes atant contenues dans le '
recueil de Kahneman, Slovic et Tversky (1981)). Nous avons pris le parti
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de ne pas revenir sur ces études désormais classiques. Mentionnons cepen-
dant que ces constatations éclairent d'un jour nouveau la position de Pon-
sard (1972) et de Roy (1983), refusant de voir, dans 1'incertitude, la
seule forme possible de non déterminisme. On peut en effet interpréter
lTes études citées ci-dessus comme impliquant le recours & une méthodolo-
gie prescriptive pour Tutter contre les biais apparaissant "naturellement"
(c'est en particulier la position de Keeney (1982)) ou bien comme tradui-
sant une incapacité plus radicale des décideurs d@ ne considérer le non-dé-
terminisme qu'en recourant au calcul des probabilités. Pour Roy (79-83), ce
dernier point est le plus important. En effet, les techniques d'encodage
des fonctions d'utilités reposent toutes sur la comparaison d'actions
"ijdéales" prenant la forme de loteries, définies sams ambiguités, ce qui
est susceptible d'introduire de nombreux "biais" si ces préférences sont
extrapolées-a des actions réelles dont la perception inclut, en plus de
probabilités, une large part d'imprécision et de mauvaise détermination.
I1 ne s'agit pas ici de critiquer 1"usage d'actions "simples" dans le pro-
~cessus d'encodage (Keeney et Raiffa (1976), p. 18 et 19- répondant par
avance 3 cette critique) mais de constater qu'il existe une césure impor-
tante entre des actions "idéales" et des actions "réelles" (nous entendons
ici par action "réelle" non pas une action potentielle pour le probﬁéme
considéré mais une action percue avec la méme marge d'imprécision et'd'in-
détermination qu'une action potentielle). Bien que les actions "réelles"
soient souvent "complexes", nous verrons, au'chapitre suivant, que la mé-
thodologie de Roy (1983) vise précisément d structurer les préférences '
d'un décideur sur la base d'actions "réelles".

e e e e e e e e e e e e e e ey e e e e e e s e e s e e e s e D S s e

Le but de cette section est de passer en revue un certain nombre d'é-
tudes empiriques récentes dont les résultats peuvent étre interprétés en
termes d'existence et/ou de stabilité d'attitudes de base de décideurs.

(%) Nous ne traiterons, dans cette section, que du probléme du recueil
des attitudes de base et nous n'aborderons pas les &tudes empiriques
traitant d'hypothéses généralement admises en théorie de 1'utilité
concernant en particulier 1'aversion pour le risque (sur ce sujet,
cf. Schoemaker (1980) et sa bibliographie et Krzysztofowicz (1983b).
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Nous ne reviendrons pas ici sur le probléme de 1'axiome d'ind&pendance
(cf. A.2) dont de nombreuses &tudes ont montré qu'il gtait violé méme dans
la comparaison d'actions simples. Plus fondamentalement, nous montrerons
que c'est 1'existenceé méme d'attitudes de base stables qui pose probléme
dans certaines situations. La "philosophie" de 1a théorie de la décision,
restant 3 bien des &gards trés proche de celle de la théorie économique
néo-classique, fait que ce domaine n'ait &té abordé que par des psycho-
Togues expérimentaux (& de rares exceptions prds). Le nécessaire abandon
d'une perspective: "positiviste" (celle de la théorie &conomique), dés Tors
que: 1'on aborde Te domaine des méthodes prescriptive, n'a malheureusement
pas conduit les chercheurs opérationnels 3 réévaluer, sous cet angle nou-
veau, les "principes ordinalistes" d la base de la théorie formelle et de
sa traduction opérationnelle en termes d'attitudes de base. Le "monopole"
de fait des psychologues en ce domaine rend cependant-parfois difficile
1'interprétation de leurs résultats dans une perspective prescriptive.

-

Les résultats expérimentaux. les plué troublants, dans une optique pres-
criptive, concernant 1'extréme instabilité de jugements de préfarence émis
sur des actions idéales tras proches de celles utilisées.pour encoder les
fonctions d'utilitéd. L'exemple le plus frappant de cette instabilité reste
1é phénoméne de "renversement de priférence" (preference reversal) établi
par Lindman (1971), Lichtenstein et Slovic (1971) et (1973) et confirmé
par Grether et Plott (1979) (*) (voir cenendant Von linterfeld (1980) qui
semble ne pas avoir rencontré ce phénoméne). Ce "renversement de préfé-
rence”" traduit le fait que la préférence d'un individu entre deux loteries
dépend, de fagon cruciale, de la faqoﬁ dont on lui demande de 1'exprimer
(soit en termes de préférence, soit en termes du prix minimum auquel i1
serait prét 4 vendre la loterie). A titré»d'exemple, Lichtenstein et Slo-
vic (1973) ont proposé i des joueurs (dans un casino d Las Vegas) de consi-
dérer les deux lotaries suivantes :

11/12_12 plaques 2/12 _ 79 plaques
- 24 plaques 10/12 ~ = 5 plagues

1/12

(*) Sur ce sujet, on pourra également consulter Reilly (1982), Pommerehne
et al (1982), Loomes et Sugden (1983) et la synthése de Lichtenstein
et Slovic (1983). .
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ol la valeur de la plaque est 1/4 8. Le jeu A présente une quasi-certi-
tude de gain mais des pertes éventuelles (mais improbables) importantes.
Le jeu B permet de gagner une somme importante mais avec une probabi-
1ité assez faible. La majorité des joueurs s'est déclarée indifférente
entre A et B tandis que 88 % des joueurs n'acceptaient de vendre B
qu'ad un prix (minimal) supérieur au prix de A (de plus, 87 % des jou-
eurs déclarant préférer A, le vendaient & un prix inférieur & B). Ce
phénoméne, comme le notent Grether et Plott (1979), ne remet pas seulement
en cause 1'existence d'attitudes de base stables dans le cadre d‘une théo-
rie prescriptive se fondant sur la théorie formelle de T'utilité espéree
mais, plus généralement, pose un probléme sérieux & tous les modéles uti-
lisant 1a notion méme de préférence de fagon descriptive. Leur étude dé-
taillée tend 3 prouver que la seule explication plausible de ce phénoméne
reste la sensibilité extréme des réponses obtenues au mode de recueil em-
ployé (et non une mauvaise percéption des probabilités ou une absence de
motivation des sujets). Une observation similaire est faite par Schoema-
ker et Kurenther (1979), Table 6;_51 13, Hershey et Schoemaker (1980),
Hershey, Kurenther et Schoemaker (1982),ﬁéxpériences 4 et 5 qu'ils re-
groupent sous 1'appellation "effet du contexte" (sur les attitudes de base).
Ces &tudes constatent que les préférences entre deux loteries peuvent étre
grandemeht affectées selon qu'elles sont présentées sous forme de jeu ou
sous forme d'assurance. Hershey &t Schoemaker (1980), table 1, p. 121
constatent que 80,5 % de leurs sujets préférent L2 a L1 2

- Ly ¢ vous courez le risque de perdre 1 000 $§ avec une probabilité
de 1/100,
- L2 : vous pouvez vous assurer pour 10 3 contre ce risque

tandis que seulement 56,1 % des sujets préférent L3 a L1 ol :

: vous perdez 10 % avec certitude.

- L3 :

Tout se passe comme si la référence d une "assurance" faisant naitre, chez
certains sujets, une forte aversion pour le risque en faisant référence a
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certaines "normes sociales" favorables au fait de s'assurer. D'importants
Wffets du contexte" dus au mode de présentation des loteries ont &galement
été observés par Conrath (1973) dans un tout autre cadre (voir également
STovic, Fischhcff‘et Llchtenste1n (1982), Tversky et Kahneman (1981) et
Zagorski (1981) et (1975)). Dans la méme veine, Tversky (1975), Kahneman
et Tvefsky'(1979), Hershey, Kurenther et Schoemaker (1982) montrent que de
nombreux facteurs affectent les attitudes de base de décideurs (souvent
ces décideurs décident en laboratoire, cependant de nombreuses é&tudes
latssent & penser que ce problame n'est pas déterminant, cf. Schoemaker
(1980); chap. 1 et (1982)) de fagon tout & fait contraire aux axiomes du.
modéle formel empéchant tout recueil opérationnel de celles-ci. Parmi ces
facteurs, citons (outre les effets du contexte) :

- 1'évaluation des actions par rapport & un point de référence qu'il
est possibTe de manipuler (Tversky (1975), Fig. 1, 2 et 3, Kahneman et
Tversky (1979), -Payne et al. (1980) et (1981) et &galement, mais moins
nettement, Herskey, Kurenther et Schoemaker (1982), exp. 3 ;

- Ta surédvaluation des consdquences- Certaines (Kahneman et Tversky
(1979), problems 1, 2, 3, 4, 5, 6, 7, 8) ; :

- T1'"isolation" des parties communes aux différentes loteries (Kahne-
man et Tversky (1979), problems 10, 11, 12).

L'impTication, pour Té.modéle‘prescriptif, de ces études n'est cependant
pas évidente pour au moins deux raisons principales (*). Premiérement, les
tenants de la decicion'ana1ysié insistent sur la grande difficulté inhé-
rente au processus d'encodage des fonctions d'utilité (cf Keeney (1977))-
En particulier, celui-ci implique que le décideur prenne conscience, de
fagon interactive, de 1'attrait normatif des axiomes sous-jacents et im-
plique d'avoir recours i de nombreuses questions redondantes avant de par-
venir i un ensemble d'attitudes de bases cohérentes. Dans les &tudes dé-
crites plus haut, les sujets remplissent librement leurs questionnaires
et, pour des raisons aisément compréhensibles, il n'existe aucune inter-
action entre ceux-ci et 1'expérimentateur (homme d'é&tude). En conséquence,
ces édtudes prennent en compte des pré&férences "intuitives" susceptibles
d'étre modifides par une interaction efficace insiscant sur le caractére

'(ﬁ) On trouvera dans Arrow (1983) une analyse de 1'impact de ces phénoménes
pour 1§ théorie dconomique.
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normatif des axiomes. On est d'autant plus fondé & s'interroger sur cette
question que Kahneman et Tversky (1979), p. 277 et Tversky (1978), p. 217
considérent explicitement une telle éventuellement fortement probable et
justifient leur modé&le sur un plan uniquement descriptif, laissant en-
tendre que ce n'est que parce que les décideurs n'ont pas 1'opportunité
de remarquer leurs incohérences qu'ils s'écartent des axiomes du modéle
formel de la théorie de 1'utilité. En second lieu, les "effets dus au
contexte" paraissent assez naturels (on ne se comporte pas de la méme
fagon dans un casino et dans le cabinet d'un agent d'assurance) et tous
les auteurs (Keeney et Raiffa (1976), p. 50 et ss., Keeney (1980)) insis-
tent sur la nécessité de définir sans ambiguité les conséquences des dif-
férentes actions, le contexte de la décision allant de soi dans le cadre
d'un probléme réel (on peut espérer, de la part du décideur, qu'il ne ré-
ponde pas aux’ quest1ons sous forme de comparaisons de loteries comme s'il
s'agissait d' un jeu d'argent alors qu'il paie trés cher une équipe d'étude
pour résoudre un nrobléme d' 1mportance, d'ailleurs sans rapport avec sa
fortuné personnelle).

Ces observations empiriques ne peuvent cependant pas étre ignorées et
i1 y a de bonnes raisons de penser qué les effets qu'elles mettent en &vi-
dence (dans des situations particqjiéremént favorables) ne sont pas com-
plétement absents lors d'une é&tude réelle. Tout d'abord, 1'interprétation
de leurs résultats est en parfaite conformité avec la fagon dont les psy-
: chologues percoivent la fagon dont 1' espr1t humain traite 1'information,
usant d'heuristiques s1mp11f1catr1ces et ne pouvant man1pu1er un grand
nombre d'informations & la fois (Miller (1965)). Ainsi par exemple, Te
phénoméné du renversement de préférence tient probablement au fait que,
lorsque B est évaluée & son prix de vente, le Tot important de 79 nlaques
constitue un point de départ qui est révisé i la baisse pour tenir compte
de 1'éventualité de la perte de 5 plaques. Au contraire, le fait d'émettre
un jugement de préférence sur A et B simultanément ne fait pas entrer
les mémes mécanismes de traitement de 1'information et, dans ce cas, le
choix se porte sur la loterie donnant le gain avec la probabilité la plus
forte (qui, de plus, est proché de 1'unité). Ces phénoménes d'ancrage
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constituent, .semble-t-i1, une constante dans T;-plupart des comportements'
humains (cf. pour une autre illustration Kahneman et Tversky (1974). De
méme, 1'effet de référence est parfaitement compatible avec ce que les psy-
chologues nous ont appris du fonctionnement de 1'appareil sensoriel humain,
sensible avant tout aux valeurs relatives et non absolues. I1 faut donc
admettre au minimum que, dans la plupart des cas, 1'obtention d'attitudes
de base stables et cohérentes ne se fera qu'au prix d'une lutte contre des
comportements “naturels" chez & peu prés tous. les sujets (voir & ce pro-
pos Raiffa (1967) pour ce qui concerne les hiats dans Ta perception des
probabiIités.; I1 semble que 1'on ne puisse pas apprendre d& Tutter contre
ces tendances, méme si 1'on est conscient de leur existence).

De plus, méme si 1'on conteste le réalisme de certaines situations
dans Tesquelles les sujets sont immeraés, ces é&tudes révédlent 1'extréme
difficulté qu'éprouvent un grand nombre de personnes & percevoir des ac-
tions sous forme de loteries indépendamment de toute autre chose (effet
de contexte et de réfdrence). I1 s'ensﬁit, bien que dans le cadre d'une
atude d'aide 3 Ta décision le contexte gén&ral soit d peu prés clair, que
1'on ne peut &tre jamais certain d'avoir recuei]Tj des attitudes de base
indépendamment: des circonstances méme de leur recueil. I1 conviendra donc
d'étre particuTiérement'atténtif:algeTTés-cf si T'on souhaite encoder les
attitudes indépendamment de facteurs parasites (et donc s'assurer, dans
une certaine mesure, que le décideur ne refusera pas en hloc 1a prescrip-
tion ne correspondant pas 4 ses godts fondaméntaux) I1 convient, en der-
nier lieu, d'1ns1ster sur la prcbance qu'il convient de donner & ces etudes.
I1 est d' usage, part1cu11érement parmi les chercheurs opérationnels et les

'économ1stes, d'&tre extrémement sceptiques vis-d-vis des études expérimen-
tales en laboratoire. Si certaines &tudes en laboratoire (précisément ré-
alisées par des chercheurs opérationnels ou des &dconomistes) paraissent
sujettes i caution, i1 serait vain de tenter de nier 1'expérience accumu-
1ée par la communauté des psycho1ogués depuis de trés nombreuses années
sur l1a conception et la conduite de ces dtudes en laboratoire (*).

Ces effets, non conformes. aux axiomes de la théorie et traduisant une
mauvaise perception d'actions sous forme de loteries, restent présents si

(*) On pourra consulter 3 ce sujet Lichtenstein etVSTOViC (1983) a& propos
de cette controverse.
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1'on s'intéresse au processus d'encodage d'une fonction d'utilité (utili-
sant les techniques classiques décrites plus haut) en laboratoire. I1
convient de noter, en premier lieu, que le domaine sur lequel la fonc-
tion d'utilité est encodée joue un role trés important, directement en
liaison avec 1'effet de référence. Tversky (1974) et Hershey, Kurenther
et Schoemaker (1982), exp. 3, Payne et al. (1980) et (1981), Jaffray et
Cohen (1982) notent qu'une fonction d'utilité encodée a 1'aide de lote-
ries faisant intervenir des pertes (c'est-i-dire des valeurs inférieures
au point de référence, statu quo ou niveau d'aspiration) tend & pré-
senter un degré de golt pour le risque bien supérieur aux fonctions enco-
dées 3 1'aide de loteries ne comprenant que des gains (*). De plus, si
1'on cherche & encoder une fonction d'utilité non sur des “"flux" (gains ou
pertes) mais sur des "stocks" (patrimoine), on parvient rarement d expli-
quer les choix effectués par un individu "autour" de son patrimoine pré-
sent.

Dans les études d'aide a 1a décision, le domaine d'encodage de la fonc-
tion d'utilité est généralement déterminé par le domaine des valeurs prises
par les conséquences des actions & 1'étude, ce qui tend & amoindrir cette
" difficulté. Certains choix effectués semblent pourtant pouvoir entrainer
des conséquences au regard de ce phénoméhe. A titre d'exemple, Keeney et
Nair (1977) encodent la fonction diutilits pour le colt de différentes cen-
trales nucléaires en considérant le colt différentiel des sites par rapport
au site le moins codteux. I1 est légitime de se demander si la fonction
obtenue aurait été identique si le point de référence adopté avait été le
site le plus cher parmi ceux étudiés.

A notre connaissance, la premiéré étude systématique pouvant s'inter-
préter comme traduisant une grande instabilité des attitudes de base au
cours d'un processus d'encodage d'une fonction d'utilité est due & Allais.
Ses résultats se fondent sur une étude menée en 1952 mais dont les résul-
tats n'ont été publiés partiellement qu'en 1979 (Allais (1979), Appendix C).

(*) Cette constatation remet en cause également la traditionnelle hypothése
d'aversion pour le risque dans le domaine des pertes.



Bien que, dans sa version actuelle, 1'interprétation de ces résultats soit
particulidrement délicate, i1 semble ressortir de ceux-ci que les fonctions
d'utilité estimées 3 1'aide de la méthode de la conséquence variable (cf.
B.1, index B.1/2) diffarent sensiblement de celles estimées & 1'aide de
la.probabilité variable (index.Bzoo). Allais constate que les fonctions
estimées par 1a méthode de 1a conséquence variable ne présentent pas de
points d'inflexion sur le domaine considéré et sont généralement concaves,
Te modéle de: 1a probabilité variable produisant des fonctions ayant une
forme en S trés marquée (Allais (1979), Chart 7 & 15, p. 646 et ss.).
IT convient cependant de noter que ces fonctions d'utilité pour la monnaie
ont &8td encodées en faisant intervenir des sommes d'argent () et des pro-
babilités (de 0,25 & 0,999, 5 estimations: différentes dtant effectudes a
0,9 ; 0,98 ; 0,99 et 0,999 pour 1'index 8200) qui semblent difficilement
appréhendables. En tout &tat de cause, seule la publication de 1'intégra-
1ité des résultats de cette &tude (qui a dé&jd fait couler beaucoup d'encre,
¢f. Allais et Hagen (1979)) permettra.de porter une appréciation g1oba1e
sur sa portée et sa validita. E

Catte sensibilitd de la forme des fonctions d'utilité au type de méthodes
d'encodage utilisé rencontrée baroAflais a récemment &té& mise en avidence par
Hershey, Kurenther et Schoemaker (1382), MacCord et de Neufville (1982) et
Kamarkar. (1978) de fagon plus probénte Hershey, Kurenther et Schoemaker
(1982), expérience 1 constatent que 1a méthode de Ta conséquence variable
produit des fonctions d'utilité présentant généra]ement plus de godt pour
le risque que la méthode de la probabilité variable (1'attribut étudié
&tait des pertes monétaires). MacCord et de Neufville’ (1982) confirment
une telle influence de la méthode. Leur &tude présenté un double avan-
tage par rapport & celle de Hershey, Kurenther et Schoemaker (1982).
Tout d'abord, chacun de leurs 23 sujets a &té interviewéd séparément et
on a procedé, pour chacun d'entre eux, 3 1’ encodage d'une fonction d'u-
tilité pour les gains monétaires (dé 0 a 10 000 8) selon les deux métho-
des. II sembTe‘ensuite3qué-cés interviews individuels aient permis de
faire réagir les individus sur Teur choix entrant en contradiction avec

(*) De 1000 Fa 1000 000 000 F de 1952 pour 1'index B.1/2.
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la théorie formelle et ainsi de faire entrer en jeu 1'"attrait normatif"
des axiomes. MacCord et de Neufville (1982), p. 13 et p. 17 mentionnent
cette possibilité sans toutefois décrire dans quelle mesure elle a joué

sur les résultats. On peut résumer leurs résultats de la manidre suivante :

- La méthode utilisée pour encoder la fonction d'utilité a une influ-
ence cruciale sur sa:forme (sur un point, les différences peuvent aller
Jjusqu'a 100 %),

- Cette influence ne peut en aucun cas s'interpréter comme un bruit
aléatoire dans les réponses obtenues. En effet :

- La méthode de l1a probabilité variable donne une fonction d'utilité
se situant au-dessous (resp. au-dessus) de celle donnée par la méthode de
la conséquence variable pour les individus présentant de 1'aversion (resp.
du goidt) pour le risque (cf. MacCord et de Neufville (1982) & propos de 1a
fagon dont cette classification a été opérée).

- Les fonctions obtenues a 1'aide de la méthode de l1a conséquence va-
riable sont trés sensibles aux probabilités choisies comme référence. Que
les individus présentent du godt ou de 1*aversion pour le risque, plus la
probabilité d'obtenir le gain le plus &levé est importante, plus la fonc-
tion d'utilité présente des valeurs é&levées pour une méme conséquence L Ef.
MacCord et de Neufville, fig. 2 et 3).

Cette derniére constatation est parfaitement compatible avec les phénoménes

d'ancrage mis en évidence & propos du phénoméne de renversement de préfé-
rence.

Les résultats de Hershey, Kurenther et Schoemaker (1982) se comparent
difficilement avec ceux de MacCord et de Neufville puisque les premiers
s'intéressent exclusivement & des pértes monétaires et les seconds a des
gains. La présence de 1'"effet de référence" laisse supposer que les com-
portements sont probab]ement trés différents dans ces deux zones. De plus,
Hershey, Kurenther et Schoemaker (1982) n'analysent pas leursrésultats selon
1'attitude pour le risque de leurs sujets. En faisant cependant 1'hypothése
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de 1'effet de miroir" (reflection effect) (cf. Kahneman et Tversky (1979),
problémes 3', 4', 7', 8' mais, pour une analyse critique, voir Hershey et
Schoemaker (1980)), on peut conclure des résultats de Hershey, Kurenther
et Schoemaker que, dans le domaine des gains, 1a méthode de—la conséquence
var1ab1e-aura1t.donné lieu & des fonctions d'utilité présentant plus d'a-
version pour le risque que celles obtenues & 1'aide de 1a méthode de la
probabilité variable, ce qui est parfaitement compatible avec les données
obtenues par MacCard et de Neufville. Ce point mériterait de nouvelles
études. ’

Au premier abord, ces constatations empiriques sont particuliédrement
troublantes. La théorie formelle n'interpréte en effet, en aucune.fagon,
1a nature des. conségquences sur'IesqueITes les préférences sont exprimées.'
I1 s'ensuit que toutes les méthodes d'encodage passées en revue plus haut
sont théoriquement équivalentes et devraient conduire & des fonctions
" d'utilité semblables, gventuellement-d un bruit aléatoire pras. I1 est
das Tors lagitime de se demander si les® fonctions d'utilité encoddes lors
drétudes d"afde & Ta décision ne traduisent pas avant tout 1'influence des
techniques d'estimations employées. Au regard de ces constatations, de
nombreuses extensions descriptives de la théorie de 1'utilité ont &té
proposées, souvent compatibles avec um grand nombre d'é&tudes empiriques
(cf. Kahneman et .Tversky (1979), Karmarkar (1979), Handa (1977) (*)
les théories faisant intervenir Ta notion de regret, par exemple Loomes
et Sugden (1982)( *)) sans qu'aucune n'offre d'explication convaincante
de 1'instabilité radicale des attitudes de base révélées par 1'effet du
contexte. En tout &tat de cause, 1'attrait normatif et pre:cr1pt1f de
ces extensions "descriptives" reste faible. Fischoff, Goiten et Shapira
(1982), p. 331 concluent de ces &tudes qu'il est possible que nous n'ayons
pas de préférences structurées. A un niveau fondamental, nos valeurs
peuvent @tre incohérentes. A ce propos, MacCord et de Neufville notent
(1982), p. 17 que Tes réponses obtenues & leurs questions étaient assez
stables- dans le temps tout en restant en violation avec 1a théorie de
T'utilitd. Cette stabilité des réponses 3 des questions en termes

(*) Voir aussi les articles récents de Chew (1983) et Munera et de Neuf-
ville (1983). ,

On pourra &galement consulter Bell (1982)

()
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d'"équivalent certain" traduit, d@ notre sens, le fait qu'un méme contexte
(1a question) "déclenche" 1'application d'heuristiques stables permettant
de traiter 1'information et non 1'existence d'attitudes ou de préférences
stables dans 1'esprit du décideur. Cette distinction peut paraitre spé-
¢ieuse. I1 convient cependant d'insister sur le fait que les préférences
exprimées ne sont stables que parce qu'elles résultent de 1'application d'un
méme mécanisme. Seul ce point de vue permet, & notre sens, d'expliquer
pourquoi des violations systématiques de principes ayant un attrait norma-
tif important tel que la transitivité sont susceptibles d'étre prédites et
reproduites (cf. Tversky (1969)). L'attrait et 1'é&légance des axiomes de
la théorie de 1'utilité nous laissent penser qu'aucun décideur n'accepte-

rait, a4 un instant donné, de voir ses préférences les violer grossiérement.

Qu'en est=i1 alors de la pratique des études d'aide d la décision ?
I1 convient de remarquer tout d'abord qu'aucune des &tudes citées plus
haut ne fait un usage systématique de "1'art" nécessaire pour encoder
une fonction d'utilité (cf. Keeney (1977), voir cependant la tentative
de MacCord et de Neufville). II est a priori possible de nier toute va-
leur & ces &tudes.en-dehors de 1a description du comportement intuitif
d'individus dans des conditions de laboratoire. Cette critique nous sem-
ble partiellement justifiée et il. sera1t trés souhaitable d'établir des
protocoles d'expérience faisant 1argement usage de 1' attrait normatif des
axiomes par la discussion des incohérences, de quest1ons de contréle re-
dondantes, etc. Les résultats cités plus haut semblent toutefois telle-
ment fondamentaux (et, dans une certaine mesure, intuitifs comme pour 1'ef-
fet du contexte) qu'il est fort improbab]é qu'ils ne se retrouvent pas )
(méme amoindris) dans les études d'aide & la décision. Pour bien com-
prendre 1a pratique de ces atudes, i1 faut réaliser que, lorsque la phase
d'encodage propremént dite des fonctions d'utilité commence, le gros du
travail est déja réalisé. Le plus souvent; ce travail a en effet con-
sisté 4 déterminer préalablement les caractéristiqués générales des pré-
férences du décideur vis-d-vis de 1'attribut considéré en termes d'atti-
tude vis-i-vis du risque. On sait en effet (cf. B.l) que différents ty-
pes d'attitudes assez naturels conduisent & réduire considérablement le
nombre de degrés de liberté dans le choix de la fonction d'utilité en spé-
cifiant une forme fonctionnelle précise (u(x) =a x + b, u(x) =a e 4 b,
u(b) = (x + b)c, etc.). Dés lors, si 1'on est parvenu & cerner d'assez
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pras ces caractéristiques généra1es; 1'estimation proprement dite de ces
coefficients implique de ne recourir qu'd un nombre extrémement -1imité
de questions sous forme de loteries, a pr1or1 peu sujettes & tous les
affets décrits plus haut (dans le cas d'une fonction d'utilité de type
exponentiel, une seule estimation permet de spécifier complétement la
fonction. Si 1'estimation est unique, i1 n'y a aucune risque d'incohé-
rence) et sur Tesquelles i1 est possible de concentrer 1! attent1on du dé-
cideur. Le probléme est donc Te plus souvent déplacé de 1'estimation pro-
prement dite & Ta recherche des attitudes générales vis-d-vis du risque.
IT est.b{en:entendu.hors\de.duestion'd'envisager de tester complétement
une hypothése de type : "1'aversion pour le risque du décideur est cons-
tante sur 1'attribut. considérg" qui impliquerait un nombre infini de
questions, & supposer que les préférences du décideur soient suffisamment
structurées pour y répondre (hypothése a priori peu réaliste). Dés lors,
Te probléme se: raméne non- pas 3 une attitude descriptive cherchant a
rendre compte de 1a maniére la p1us fine possible d'attitudes de base

- mats & "négocier”, avec le déc?deur. 1afstructuration de.ses préférences
sur Ta base d"une conventiom d¢*ordre principalement qualitatif. On voit
alors que, si les études d'aide & la décision ne sont pas pleinement su-
jettas aux phénoménes décrits plus haut, ce n'est qu'au prix d'un renver-
sement de perspect1ve-assez 1mport§9t entre une attitude descriotive et
une attitude que Roy et Bouyssou (1983) ont qualifié de "constructive".
Ces derniers concluent de Teur &tude que Ta présence du modéle formel

ne confédre de légitimité particulidre au moddle de la "Decision Analysis"
que dans une démarche-descrﬁgfive. Or, celui-ci ne peut fonctionner plei-
" nement dans la pratique que s'il découle d'une logique constructive comme

Ta plupart des modéles d'aide & la décision.

I1 n'est pas ici question pdur nous de voulair nier 1'intérét du mo-
dale de 1a "Decision Analysis" dans une démarche constructive. La réali-
sation de nombreuses &tudes, couronnées de succds, doit, au contraire,
amener & Ta conclusion opposée. Cependant, das lors que 1'on se situe
dans une démarche constructive, i1 est nécessaire de considérer que la
méthode qui vient d'atre décrite n'est pas la seule concevable. Son fonc-
tionnement dépend, pour une bonne part, de la volonté du décideur d'adopter

1
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telle ou telle attitude vis-a-vis du risque pour juger d'actions évaluées
sous forme de distributions de probabilités. Nous verrons au chapitre
suivant que d'autres points de départ sont possibles pour aider le déci-
deur & structurer ses préférences vis-a-vis d'actions réelles. Ces con-
ventions répondront au double souci d'étre mieux adaptée & la comparaison
d'actions réelles ne pouvant se résumer a des distributions de probabili-
té et d'@tre plus facilement interprétable que celle de la théorie de 1"u-
tilite.

En conclusion, il ﬁous semble important de souligner que le modéle de
la Decision Analysis ne tire pas son intérét de la description d'"atti-
tudes de base" dont tout laisse & penser qu'elles sont, 1a plupart du
temps, instables, voire inexistantes, mais, au contraire, du type de con-
vention qu'elle propose au décideur pour batir ses préférences.
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CHAPITRE TIT1I

UNE DEMARCHE CONSTRUCTIVE D'AIDE A LA DECISION :
LES “METHODES DE TYPE ELECTRE”
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Nous nous sommes intéressés, dans le chapitre précédent, a des mé-
thodes fondées sur une théorie formelle qui leur conférait une 1égitima-
tion que nous avons qualifiée, plus haut, de "descriptive" méme si, en
fait, elles ne présentaient d'intérét qu'en tant qu'outils de structura-
tion et de construction d'un systéme de préférence pour le décideur (ce
que nous avons appelé plus haut une démarche "constructive").

Dans ce chapitre, nous traiterons de méthodes ne se fondant sur au-
cune théorie formelle de représentation de structures de préférences et
dont la 1égitimation est exclusivement d'ordre "constructif". Dans une
premiére section, nous nous attacherons & préciser plus avant ce que re-
couvre une démarche constructive en aide & 1a décision. Nous présente-
rons,. dans une deuxiéme section, quelques exemples types de méthodes cons-
tructives avant de nous interroger successivement sur deux des caractéris-
tiques essentielles de ces méthodes : le caractére partiellement non com-
pensatoire de 1'agrégation qu'elles effectuent et la fagon dont elles
prennent en compte les phénoménes "non-déterministes" (cf. chapitre I) au
moyen de seuils. :

I1 convient cependant de noter que nous avons pris le parti, dans ce
chapitre, de n'aborder que les approches constructives "appartenant" & ce
que nous avons appelé, au chapitre I, 1'"Ecole Frangcaise" (pour un autre
exemple de ce type de méthodes, on pourra, par exemple, se reporter a
Saaty (1980)). Les deux derniéres sections de ce chapitre n'auront donc
pas la prétention (irréaliste) d'analyser les caractéristiques de 1'en-
semble des méthodes constructives qui peuvent fort bien se concevoir dans
une optique parfaitement compensatoire et a 1'exclusion de seuils. 1I1
nous semble cependant que les "méthodes de type ELECTRE" produites par

1'Ecole Francaise représentent certainement un ensemble cohérent pouvant
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constituer, & lui seul, un objet d'étude (cf. Crama et Hansen (1983) a
propos du "programme de recherche" ELECTRE, au sens de Lakatos) parti-
culiérement représentatif de ces mé&thodes.

A. LES METHODES CONSTRUCTIVES D'AIDE A LA OECISINN

On peut, de fagon fort schématique, représenter une méthode d'aide &
1a décision comme un ensemble de techniques permettant, i partir de ju-
gements fournis par le décideur (ou un groupe décisionnel), d{amé1iorer
sa perception du probléme de décision (ou, plus exactement, son "contrdle"
sur le processus de décision, cf. Roy (1979-83), chapitre 2). I1 est
clair en effet que toute méthode d'aide & 1a décision (constructive ou
non) a besoin, au départ, d'un minimum d'information sur les "attitudes"
(le mot &tant pris ici au sens large et non au sens précis que nous lui
avons donné au chapitre 2) des acteurs vis-d-vis du probléme considéré.
Au départ de toute méthode existe donc une phase de "recueil" de ces at-
titudes et donc une description. Cette constatation nous améne donc a
préciser plus avant la distinction que nous avons évoquée au chapitre II
entre approches descriptives et constructives.

I1 convient tout d'abord de préciser que, indépendamment de 1'arbi-
traire et de 1'imprécision inhérentes a toute typologie, cette distinc-
tion proposée par Roy et Bouyssou (1983) concerne non les méthodes pro-
prement dites mais les "approches" sous-tendant ces méthodes (cf. Bouyssou
et Roy (1983b)) (par raccourci, nous dirons "démarche" constructive ou des-
criptive au lieu de méthode se fondant sur une approche constructive ou
descriptive). On a vu ainsi, au chapitre précédent, qu'une méthode se
fondant sur une approche descriptive pouvait fort bien étre utilisée de
maniére constructive. Cette distinction n'a pas pour but de "classer"
les différents modéles d'aide & 1a décision en deux groupes bien distincts
mais de permettre une meilleure compréhension des philosophies respectives
qui les sous-tendent.
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De plus, méme si chacune des deux approches a besoin, pour fonctionner,
de décrire un certain nombre d'attitudes du décideur, leur différence es-
sentielle tient & la maniére dont cette description est faite, & la facon
dont on considére ces attitudes et dont on les exploite par l1a suite. On
a vu, au chapitre 2, qu'une démarche descriptive imposait de faire 1'hypo-
thése d'une grande cohérence et d'une grande stabilité des attitudes du
décideur (voir également Roy (1979-1983), chapitre 10). Ceci explique que
ces approches cherchent généralement & les décrire de fagon exhaustive et,
en particulier, en ne faisant pas abstraction des attitudes concernant les
actions "extrémes" (cf. II.B). L'exemple de la théorie de 1'utilité nous
a permis de montrer combien une telle précision dans la description pouvait
étre illusoire.

La reconnaissance explicite d'une grande instabilité de ces attitudes
constitue précisément la principale originalité des approches construc-
tives. La nécessaire description qu'opérent ces approches ne vise pas i
étre exhaustive. Elle cherche au contraire & déterminer, malgré 1'insta-
bilité, voire 1'absence, des attitudes certaines "lignes de force", con-
cernant en particulier la définition des critéres, 1'opérationalité de
leurs axes de signification sous-jacents et leur importance relative,
permettant de guider la suite de 1'étude. Cet objectif, bien plus modeste
que celui d'une description exhaustive, emporte deux conséquences impor-
tantes. En premier lieu, la détermination de ces "lignes de force" i par-
tir d'informations souvent confuses et contradictoires n'exclut pas un cer-
tain arbitraire. I1 importera donc de ne pas accorder une valeur et une
précision illusoires & ces informations et, en particulier, d'é&tudier sys-
tématiquement 1'impact de modifications de ces "lignes de force" sur les
recommandations tirées du modéle (on verra, au chapitre IY, 1'importance
cruciale de 1'analyse de robustesse dans les méthodes de type ELECTRE dont
Ta fonction est significativement différente de celle d'une simple analyse
de sensibilité). En tout état de cause, les notions de précision, d'erreur
ou de biais dans les structures de préférence n'ont que peu de pertinence
dans le cadre d'une démarche constructive (cf. Roy (1979-1983), chapitre
10). Deuxiémement, i1 est clair que parvenir i la détermination d'une

base solide d partir de laquelle on pourra batir une préférence, d'une
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"charpente" d'une structure de préférence (j'emprunte cette image & Roy),
peut parfois impliquer de se situer & un niveau de généralité assez élevé,
excluant toute quantification. Ceci explique que nombre de "méthodes
constructives" recherchent avant tout 1'"accord" du décideur sur un cer-
tain nombre de "conventions", concernant, en particulier, la d&finition
des critdres et la possible compensation que 1'on peut &tablir entre eux,
trés générales. A titre d'exemple, la méthode ELECTRE III (cf. B) propose
au. décideur une convention partiellement non compensatoire ol de petites
différences sur 1'évaluation des critédres ne perturbent pas la préférence.
Une fois réalisé cet "accord" sur des "conventions" générales, 1'adapta-
tion de celles-ci aux attitudes du décideur ne va pas toujours sans pro-
blame. On verra ainsi au B que les méthodes de 1'Ecole Frangaise mani-
pulent un certain nombre de paramétres (seuil de concordance et ensemble
de discordance, indices d'importance) dont 1a signification n'est pas tou-
jours trés claire, en-dehors de pures considérations techniques. Donner
une valeur & ces paramdtres revient & "moduler" la convention véhiculée
par la méthode 3 ce que 1'analyste per;bit de 1a charpente. de la structure
de préférence du décideur. Ce processus d'ajustement n'‘est pas un proces-
sus d'"estimation" au sens ol 1'on peut estimer une fonction d'utilité par
exemple. La reconnaissance de 1'instabilité et de la pauvreté des "atti-
tudes" de base du décideur implique donc de renoncer & 1'utilisation de
prccédufes d'estimation sophistiquées pour se consacrer d un processus
plus informel d'"adaptation" qui implique souvent (mais ce n'est qu'un ar-
tifice) de recourir & la quantification, toujours arbitraire, de paramétres
dont 1'interprétation, en 1'absence de tout modéle formel sous-jacent, est
parfois trés délicate (cf. ¢hapitre IV & propos de 1'estimation des seuils
de veto par exemple). Ces quelques considérations, qui seront éclairées
par 1'étude "empirique" du chapitre IV, permettent de plus de comprendre
pourquoi la plupart des méthodes constructives ne se fondent sur aucune
théorie formelle, leur objectif &tant avant tout d'aider un décideur &
améliorer sa perception d'un probléme sur la base d'informations parcel-
laires et ambigués (nous reviendrons sur ce point au C.1).
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B. QUELQUES METHODES CONSTRUCTIVES D'AIDE A LA DECISION

1. Généralités

Nous présentons bridvement, dans cette section, deux méthodes (ELECTRE
I et III) de 1'Ecole Francaise qui semblent particuliérement représentatives
d'une démarche constructive afin de permettre de mieux situer les considé-
rations techniques qui feront 1'objet des deux derniéres sections de ce cha-
pitre. La plupart des méthodes constructives de 1'Ecole Frangaise visent
d bdtir, sur la base de notions assez diverses (concordance, discordance,
cf. Roy (1968) et (1978), cones de dégradation, cf. Roy (1974), taux de
substitution incertains, cf. Bertier et de Montgolfier (1974), polyédre
de fonctions d'utilité additives, cf. Marchet (1980), Siskos (1980), qua-
si-critéres, cf. Jacquet-Lagréze (1975)) une ou plusieurs relations de "sur-
classement" entre les actions potentielles de 1'étude d'aide & 1a décision
(cf. Roy (1982) ou (1974)). Cette (ou ces) relation(s) indique(nt) dans
quelle mesure on peut considérer qu'une action a est "au moins aussi
bonne" qu'une action b. Compte~tenu de la nature de ces conventions et
de la reconnaissance explicite de 1'instabilité et de la pauvreté des "at-
titudes" du décideur, i1 est naturel de n'imposer aucune propriété struc-
turelle particuliére (complétude, asymétrie, transitivité) pour cette re-
lation de surclassement. En fait, celle-ci a pour but de n'indiquer que
la partie de la structure de préférence que 1'analyste estime étre en
droit d'asseoir avec suffisamment de slreté au vue des évaluations, éven-
tuellement imprécises, d'actions considérées (cf. Roy (1974)). I1 s'en-
suit que, selon que I'analyste acceptera de prendre plus ou moins de ris-
ques, il pourra obtenir des relations de surclassement plus ou moins "ri-
ches" (c'est-a-dire plus ou moins risquées), les actions n'é@tant liées
par aucune relation étant déclarées, d ce stade de 1'étude, incomparables.
Selon la problématique de 1'étude d'aide d la décision (cf. chapitre I),
cette relation de surclassement est ensuite exploitée de fagon d choisir,
trier ou classer les actions (cf. Roy (1973) ou (1974)). Nous renvoyons
Te lecteur d Roy (1974), & Vansnick (1979) ou & Winkels et Wdscher (1981}

pour une vue d'ensemble des méthodes de construction et d'exploitation de
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telles relations de surclassement. Dans la suite de cette section, nous
présenterons succinctement les méthodes ELECTRE I et III, ce qui nous per-
mettra de mettre i jour certaines caractéristiques essentielles de ces mé-
thodes.

. 2. ELECTRE I (cf. Roy (198))

La méthode ELECTRE I vise & aider au choix d'une meilleure action (cf.
chapitre I, problématique o) parmi un ensemble fini d'actions évaluées
sur plusieurs critéres. Pour ce faire, elle cherche & construire une re-
lation de surclassement triviale (par opposition & une relation floue, cf.
3) sur 1a base des notions de concordance et de discordance et d détermi-
ner un sous-ensemble de 1'ensemble des actions (aussi restreint que nossible)
contenant la (ou les) meilleure(s) action(s). Les données de départ de la
méthode se composent d'un tableau d'évaluation multicritére (cf. figure
3.1) ol figurent, en ligne, les actions et, en colonne, leurs évaluations
sur les différents critéres. Elle suppose donc résolus les problémes de
construction d'une famille cohérente de critéres et d'évaluation des ac-
tions sur ces critdres &voqués au chapitre [. Compte-tenu de ces évalua-
tions, une action a sera considérée comme au moins aussi bonne qu'ume
action b si, sur un nombre "suffisant" de critéres, a est au moins aussi
bien évaluée que b (condition de concordance) et si, sur les critéres od
T'action b est mieux évaluée que a, la différence entre les évaluations
de b et de a n'est pas "trop" importante (condition de non discor-
dance). En termes imagés, a sera considérée au moins aussi-bonne que b
si une majorité suffisante des critéres "vote" en faveur de a sans que
1'opposition de 1a minorité soit par trop importante.

Pour donner un sens précis d& ces notions, on recourt & la dafinition
d'une relation de concordance C et de discordance D sur 1'ensemble des
couples d'actions A x A. Afin de permettre de caractériser 1'importance
de 1'ensemble des critéres en concordance avec 1'affirmation "a est au
moins aussi bonne que b, on affecte & chaque critére un indice P; appelé
"indice d'importance du critére 1{i". On suppose de plus que, sur chaque
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91 9 9
Y 9,(ay) 95(aq) 9,(a;)
3, 9,(2a,) 9,(a,) 9,(a,)
a 9,(a,) 9,(2,) g,(a,)

Figure 3.1 : Tableau d'évaluation multicritére

critére, les &valuations des actions définissent sans ambiguité une rela-
tion binaire de préférence ayant les propriétés d'un préordre total (cf.
chapitre II) >}1-. L'indice p(a, b) = I p,/ g
i/a @ib i=1
idée de 1'importance de la "coalition" des critéres appuyant 1'affirmation
"a surclasse b". Cette importance sera jugée suffisante dés lors que
p(a, b) 2 s ol s e [0, 1] est appelé seuil de concordance et on défi-
nit la relation C par : a C b <> p(a, b) > s. On notera que, si s = 1,
la relation C se confond avec une relation de dominance (large), des va-

Py donne ainsi une

Teurs plus faibles revenant & enrichir prodressivement cette relation. La
définition d'une telle relation C exclut toute possibilité de compensa-
tion entre les différents critéres puisque 1a conclusion a C b ne dépend
pas des évaluations de a et de b sur les critéres j tels que

b %ﬁ a. Cette notion de concordance n'est pas propre aux méthodes ELECTRE.
Huber (1974) et Fishburn (1976) é&voquent un concept trés similaire dans le
cadre de 1'étude des systémes de préférence non compensatoires. Huber
(1979) montre en particulier qu'une agrégation de type concordance con-
tient, comme cas particulier, une agrégation lexicographique ou une agré-
gation 4 Ta majorité moyennant un choix approprié des indices d'importance
tandis qu'un modéle de différences additives (cf. Tversky (1969)) peut,
dans le cas particulier o0 s = 1/2, simuler une agrégation de "type con-
cordance". En effet, R est un modéle de différences additives si et
seulement si i1 existe 2 x n fonctions Ups Ups cevs U @8 0ys dos -nns
¢, telles que, ¥ (a, b) ¢ X o0 X est 1'ensemble des actions, on ait :
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n
aRbe> ¢ ¢,Cu.(a) -u;(b)l=z0
jap 11

avec ¢1(- X) = = ¢i(x) ¥xeX et ¥ iell,...,n}

Pour retrouver une agrégation de type concordance avec s = 1/2, il
suffit de poser :

ui(a) = gi(a) YVaeX et Vie(l, 2, ..., n} (en supposant que
la préférence croit avec les valeurs de gi(a)) et

p; st x>0 ¥ ie(l, 25 ase3 N}
¢i(x) =9 Py si x=20 '
-P; si x<0

ol P4 représente 1'indice d'importance du critére 1.

La définition d'une relation de discordance 0 vise précisément d at-
ténuer les effets, parfois excessifs, de cette agrégation totalement non
compensatoire. .D&finir une telle relation D revient & se donner, sur
chaque critére, un ensemble G}j de couples d'évaluations (gj(c), gj(c'))
tels que 1'on estime la différence entre gj(c) et gj(c') tellement im-
portante qu'elle n'autorise pas 1'affirmation ¢' S ¢ (* . Dans le cas
ol Tes échelles sont qualitatives, on peut définir cet ensemble en exten-
sion. Lorsque les échelles des critéres sont continues, on ée fixe géné-
ralement un niveau di sur chaque critére tel que :

g;(c) = g4(c') = dy <= (gy(c), g;(c')) €y,
ce niveau di pouvant varier le long de 1'échelle. Ona a Db <= H i

é {15 wass 0} 4 (gi(a), gi(b)) scDi . L'affirmation a S b ne sera re-
tenue en fin de compte que lorsque a Cb et nonb D a.

(*) Cette définition de la discordance est, en fait, celle utilisée dans
ELECTRE II. Tout en étant équivalente d'un point de vue formel 3§
celle utilisée originellement dans ELECTRE I, elle présente 1'avan-
tage de pouvoir étre présentée plus simplement.
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Une des originalités de la méthode consiste donc 3 tempérer le carac-
tére totalement non compensatoire de 1a relation C en "brisant" certains
de ses arcs. Contrairement & 1'idée intuitive de la "compensation" entre
les critéres (1'exemple type de modéle compensatoire é&tant la somme pon-
dérée), son introduction dans ELECTRE I ne se fait qu'au prix d'un appau-
vrissement de la relation de surclassement obtenue.

Des exemples simples (cf. Roy (1968), Skalka (1983)) permettent de mon-
trer que la relation S n'est, dans le cas général, ni transitive, ni com-
pléte et qu'elle peut méme présenter des circuits. Cette présence de cir-
cuit est en effet inhérente & 1a maniére méme dont on a défini la relation
de surclassement. Depuis Ta mise d& jour du célébre "effet Condorcet", on
sait en effet que les méthodes de comparaisons par paires et d'agrégation

d la majorité produisent des résultats "intrinséquement intransitifs".

Afin de retenir un sous-ensemble d'actions aussi restreint que possible
et contenant la "meilleure" action, on recourt i Ta notion de "noyau" de la
relation de surclassement, classique en théorie des graphes (cf. Roy (1969)).
Le noyau d'une relation de surclassement se définit comme un sous-ensemble
d'actions tel qu'aucune action du noyau ne soit surclassée par une autre
action du noyau, toute action n'appartenant pas au noyau étant surclassée
par (au moins) une action du noyau. On sait (cf. Roy (1969), chapitre VI)
que tout graphe sans circuit admet un noyau unique. L'é&laboration de la
prescription dans ELECTRE I impose donc de rechercher et de "réduire" les
circuits présents dans le graphe de surclassement en faisant 1'hypothése
d'une équivalence entre les actions éléments d'un méme circuit, comnte-tenu
du contenu sémantique "au moins aussi bon que" qui a été donné 3 la rela-
tion. I1 faut cependant noter que, si le noyau contient en général la
meilleure action, i1 peut également contenir de "mauvaises" actions &
1'exclusion d'éventuels "brillants seconds" (cf. Schdrlig (1983), Roy
(1974)).

Conformément au A, on voit donc que la méthode ELECTRE I (pour un exem-
ple d'application, voir Buffet et al. (1967)) propose une "convention" for-
tement inspirée de procédures majoritaires avec veto qui, bien que simple
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dans son principe, fait intervenir de nombreux paramétres (seuils de con-
cordance, ensemblesde discordance, indices d'importance) dont la quanti-
fication est souvent délicate. Une fois de plus, i1 faut rappeler que la
prescription associée & cette méthode n'aura de sens véritable que couplée
3 une analyse de robustesse importante permettant d'arbitrer entre la ri-
chesse et le risque des relations manipulées.

La méthode ELECTRE I fut & 1'origine des méthodes de 1'Ecole Frangaise
et permet de faire ressortir clairement la convention"partiellement non
compensatoire" que 1'on retrouvera dans de nombreuses autres méthodes. Le
successeur immédiat de cette méthode, ELECTRE II, mis d part quelques amé-
nagements techniques, propose d'explaoiter un ensemble de relations de sur-
classement pour répondre 3 une problématique de type v, c'est-3d-dire un
classement des actions. ELECTRE III se propose de faire face & 1a méme
.problématique mais en introduisant le concept de seuil pour gérer 1'incer-
.titude et 1'imprécision des données de départ.

3. ELECTRE III

Nous ne davelopperons pas ici 1'ensemble de 1a méthode qui présente une
certaine complexité technique. Au contraire, nous insisterons sur 1'apport
spécifique de cette méthode résidant dans le passage des "critéres vrais"
au "pseudo-critdres". Pour un exposé exhaustif des détails de la méthode,
on se reportera i Roy (1978) et 3 Skalka, Bouyssou et Bernabeu (1983).

Les données de départ du modéle ELECTRE III consistent en effet dans 1'éva-
luation d'un ensemble d'actions sur une famille de pseudo-critéres (cf. II.
A.3 et Roy (1983), chapitre 9) munies d'une pondération. Nous nous conten-
terons, dans cette section, de donner un apergu de la notion de pseudo-
critére.

Considérons (*) un critdre g(s) destiné & modéliser les préférences
d'un décideur sur un axe de signification donné. Le calcul des valeurs
g(s) de ce critére s'effectue d partir des évaluations des actions sur

(*) Cette section est adaptée de Roy et Bouyssou (1983), Annexe 2.
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les diverses conséquences concernées par cet axe de signification. Dans
bien des cas, ce calcul se raméne a une "ponctualisation" (voir Roy (1983),
Chapitre 9) puisqu'il s'agit de résumer une évaluation "non ponctuelle"

sur une conséquence par un chiffre unique g(s).

La théorie de 1'utilité utilise une ponctualisation fondée sur 1a no-
tion d'espérance mathématique d'une utilité. Elle considére, de plus, que
le critére ainsi défini est un "vrai-critére", c'est-d-dire qu'il suffit
de connaitre le signe de la différence u = g(s') - g(s) pour savoir la-
quelle des deux actions est strictement préférée a 1'autre, celles-ci n'é-
tant jugées équivalentes que si u = 0. Plus généralement, le vrai-critére

autorise une modélisation des préférences partielles telles que :

s' Ps <=>g(s') > g(s)
s' I's <> g(s') = g(s)

ou P et I sont repsectivement une relation de préférence et une rela-

tion d'indifférence restreintes a 1'axe de signification considéré.

Dans bien des cas, 1'imprécision, 1'incertitude, le flou qui entourent
tant les "données" de départ (évaluations des actions sur les conséquences)
que le mode de calcul retenu pour obtenir les valeurs g(s) peuvent faire
douter de la probance du modéle du vrai-critére, dés lors que 1'on se si-
tue dans un probléme réel. L'utilisation d'une justificationm axiomatique
de ce modéle (cas de la théorie de 1'utilité) ne doit pas faire oublier la
présence de nombreux facteurs d'arbitraire et d'intermination, au double
niveau conceptuel et pratique.

Le modéle de pseudo-critére tend d remédier & certaines des outrances
auxquelles peut conduire 1'utilisation d'un vrai-critére en intégrant ex-
plicitement les é1éments mal définis ou mal connus entrant dans le calcul
des valeurs de g(s) (voir Jacquet-Lagréze et Roy (1980), Roy et Vincke
(1982)).

Dans tout ce qui suit, nous parlerons d'un critére g et nous admet-
trons de fagon non restrictive que la préférence est non décroissante avec
les valeurs g(a).
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La situation u = g(b) - g(a) = 0 correspond de fagon non ambigué &
un cas d'indifférence b I a.

Lorsque g(b) croft, la différence u cesse de refléter une indif-
férence au-deld d'une certaine valeur u qu'on peut, le plus souvent,
exprimer sous la forme- u = q(g(a)). En effet, dans un probléme réel, i1
est naturel de penser que de petites valeurs de u seront jugées non si-
gnificatives compte-tenu de 1'arbitraire et de 1'imprécision entrant dans
la définition de g. Bien qu'en théorie un individu préférera toujours
payer 1 000 F plutdt que 1 001 F, i1 est fort probable qu'il jugera ces
deux quantités équivalentes s'il sait qu'elles ne représentent qu'un "ordre
de grandeur", comme c'est le cas pour le colt d'une centrale nucléaire par
exemple.

Cette fonction q(g(a)) est appelde seuil d'indifférence du critére
g (cf. Roy (1983), chapitre 9).

Lorsque 1a plage de valeur du critédre g est suffisamment &tendue,
il est possible de trouver deux actions a et b telles que la diffé-
rence u = g(b) - g(a) soit révélatrice d'une préférence stricte sans
ambigu?;é possible. Cette différence reste probante d'une préférence
stricte, lorsque g(b) décroit, jusqu'd une valeur U pour les mémes
raisons que précédemment. On peut souvent exprimer U sous la forme
p(g(a)) que 1'on appellera seuil de préférence du critdre g. On a géné-
ralement (mais pas nécessairement, cf. Roy (1983), chapitre 9) q(g(a)) =
p(g(a)) avec p(g(a)) > q(g(a)). En effet, pour des valeurs de u 1é-
gérement supérieures & q(g(a)), on peut 1égitimement hésiter entre une
situation d'indifférence et de préférence stricte. On conviendra de no-
ter cette situation par b Q a que 1'on interprétera comme "b faiblement
préféré & a sur 1'axe de signification considéré". On peut donc résumer
les diverses situations par le schéma :

bIla bQa bPa

a(a) 3(a) + a(9(a)) 3(a) + p(a(a))
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Pour éviter certaines incohérences (cf. Roy (1979-1983), chapitre 9),
on postulera :

q(g(a)) . _ - P(g(
—g(a)  C Tt et T

conditions trivialement vérifiées lorsque les deux seuils q et p sont
constants en valeur absolue ou en valeur relative.

La détermination de ‘ces deux seuils n'est pas toujours simple. On peut
cependant constater que les valeurs q(g(a)) = p(g(a)) = 0 pour tout a,
postulées par la théorie de 1'utilité et correspondant au cas du vrai-cri-
tére, ne sont pas, en général, les plus réalistes.

Avec un pseudo-critére, on a donc :

bIa si g(b)-g(a)=q(g(a))
g(b) = g(a) = {bQa si q(g(a)) <g(b) - g(a) = p(g(a))
bPa si p(g(a)) <g(b) - g(a)
avec
p(g(b)) - p(g(a)) . _ q(g(b)) - q(g(a)) . _
gb) = g(a) ="t et Tgy=gtay > L

Dans ELECTRE III, les notions de concordance et de discordance d'ELEC-
TRE I sont adaptées & cette introduction de seuils et débouchent sur une
relation de surclassement floue, c'est-d-dire une relation dont la crédi-
bilité est repérée de fagon continue par un indice d e [0, 1]. Un des
problémes spécifiques posés par ELECTRE III (mais aussi par ELECTRE IV,
cf. Roy et Hugonnard (1982) et Hugonnard (1982)) consiste donc, & partir
des évaluations des actions sur les diverses conséquences, d modéliser une
famille cohérente de pseudo-critéres et, en particulier, i estimer les
seuils qui lui sont associés.
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Dans la suite de ce chapitre, nous étudierons successivement la nature
de 1'agrégation des critéres proposéds dans les méthodes de type ELECTRE et
le probléme de .la détermination des "seuils de discrimination".

C. SYSTEMES CE PPEFERENCE * TOTALEMENT ET PAPTIELLEMENT NON COMPENSATOIRES (%)

Dans cette section, nous nous efforcerons de montrer 1'intérét d'une
convention non totalement compensatoire dans une approche constructive
avant de proposer une réflexion plus théorique sur la nature de tels sys-
témes de préférences.

1. Non compensation et méthodes constructives

La majqrité des méthodes éonstructives‘de 1'école frangaise reposent
sur une idée de non totale compensation entre les critéres (cf. ELECTRE I,
II, IIl et &galement TACTIC, cf. Vansnick (1983)) au-travers des notions
.de concordance et de discordance. Ce choix peut paraitre surprenant a
priori puisque, & bien des é&gards, 1a méthode de 1a somme pondérée (et sa
version sophistiquée sous forme d'utilité additive) reste la technique
d'agrégafion la plus intuitive.

A notre sens, 1'avantage principal de ce type de convention réside dans
sa grande simplicité, particuliérement adaptée i des situations ol de mul-
tiples acteurs interviennent dans la prise de décision avec des systémes
de valeurs conflictuels. I1 nous semble peu réaliste en effet de considé-
rer la "convention" non compensatoire proposée par les méthodes ELECTRE
comme traduisant une volonté de se rapprocher de certaines heuristiques
non compensatoires (lexicographie, mod&le disjonctif & niveau d'aspira-
tion, etc.) souvent utilisées en pratique face & des tableaux de données
multidimensionnels (d ce sujet, cf. MacCrimmon (1973)). L'intérét de 1la

convention est, & notre sens, plus subtil. Nul ne saurait en effet nier

%) Cette section est inspirée de Bouyssou et Vansnick (1983).
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que, mis & part dans certains cas limites, des substitutions entre critéres
sont possibles. 1I1 est rare, dans un probléme de décision réel (et réelle-
ment multicritére), de négliger entiérement des différences d'évaluation
sur certains critéres comme le fait la relation de concordance. En fait,
cette convention a le mérite de faire ressortir en "téte" (dans la pres-
cription) des actions "compromis", c'est-a-dire n'étant pas pénalisées par
1'application de la condition de non-discordance et donc ne présentant pas
de "manque" majeur sur 1'un quelconque des critéres et présentant des va-
leurs acceptables sur les critéres importants. I1 semble d'ailleurs que

ce soit bien ce souci de privilégier les actions "équilibrées" qui ait
motivé la conception des méthodes ELECTRE (cf. Roy (1968)).

Les méthodes totalement compensatoires permettent au contraire, fré-
quemment, de faire ressortir en téte des actions moins "équilibrées" pou-
vant présenter de trés mauvaises valeurs sur certains critéres, compensées
par des scores excellents sur d'autres (cf. & ce propos chapitre IV). On
congoit bien que, dans un environnement conflictuel, i1 puisse &tre préfa-
rable de voir ressortir d'entrée des actions compromis (sur la base d'une
importance relative des critéres exprimée en termes vagues au travers des
indices d'importance) plutdt que de voir 1'application d'une méthode par-
faitement compensatoire recommander, pour chaque systéme de valeur, des
actions extrémes assez déséquilibrées. Une démarche partiellement non
compensatoire nous semble donc souvent fournir, & d'éventuelles négocia-
tions, des bases parfaitement adéquates. Rien n'empéche bien sir, & une
telle négociation, de se produire sur la base d'un modéle compensatoire.
I1 convient cependant de noter qu'un modéle compensatoire conduit & défi-
nir, de fagon trés fine et trés précise, 1'importance relative des critéres
(au travers de taux de substitution variables dans une fonction d'utilité
additive par exemple) tandis que les méthodes non compensatoires proposent
de négocier sur une base plus rudimentaire (car mal définie) : les indices
d'importance. Comme souvent en matiére de négociation, la présence d'un
certain flou dans les monnaies d'échange utilisées favorise une moindre
dramatisation des conflits. A notre sens, les notions de concordance-dis-
cordance ne doivent donc pas étre vues comme traduisant un attachement
irréductible & une logique non compensatoire mais comme un outil frustre,
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mais efficace, pour parvenir i une agrégation, évitant la mise & jour d'opi-
nions souvent génératrices de .conflits comme 1'expression de taux de subs-
titution par exemple. La logique partiellement non compensatoire d'ELECTRE
ne doit donc pas étre mise en opposition radicale avec celle, parfaitement
compensatoire, de la théorie de 1'utilité. Elle peut, jusqu'd un certain
point, en constituer une "approximation" pratique. Ce terme d'approximation
ne signifie pas que les deux approches conduisent & peu prés au méme résul-
tat (on verra, 3 ce propos, les données de Goumas (1983)) mais, plus modes-
tement, qu'elles permettent, chacune 3 leur fagon, d'apporter des &léments
de réponse aux mémes types de problémes.

2. Une théorie formelle des méthodes constructives ?

Nous présentons, dans le reste de cette section, une analyse de type
axiomatique des systdmes de préférence non compensatoires. Avant d'abor-
der directement cette question, il convient cependant de se demander quelle
peut &tre l1a nature et Ta portée d'une telle analyse théorique dont nous
avons auparavant douté (cf. chapitre I ou A) qu'elle puisse fonder une

. méthode constructive.

L'analyse que nous présentons dans les sections suivantes ne vise pas
d donner une l1&gitimation axiomatique aux méthodes de type ELECTRE. Elle
ne constitue pas une théorie de 1'apprentissage et de la structuration de
structures de préférence qui, seule, pourrait fonder une méthode construc-
tive. Comme nous 1'avons mentionné plus haut, une telle théorie, si tant
est qu'elle puisse étre congue, n'est pas aujourd'hui disponible. Ce qui
suit ne peut donc, en aucun cas, étre considéré comme une tentative de 1é-
gitimation d'un groupe de méthodes par une analyse mathématique. Plus mo-
destement, notre objectif aura été d'approfondir une réflexion sur les ou=
tils que ces méthodes utilisent afin, espérons-nous, de mieux les comprendre
et, si possible, d'améliorer ceux existants. ‘

Si 1'analyse qui suit est d'ordre axiomatique, elle se distingue des
théories formelles de représentation de structures de préférences au moyen
de fonctions d'utilité, évoquées au chapitre [I, sur au moins deux plans.
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Tout d'abord, cette analyse théorique ne vise qu'd enrichir une réflexion
sur des méthodes déjad existantes et n'ambitionne pas de pouvoir trouver
des applications extérieures au domaine de 1'aide 3 la décision ( comme
c'est bien sir le cas, avec succés, pour la théorie de 1'utilité). En
second lieu, cette analyse n'a pu &tre menée qu'au prix du sacrifice d'un
critére souvent déterminant en mathématiques (pures ou appliquées) : 1'é-
légance. Notre objet d'é&tude é&tant des structures de préférences congues
dans une optique constructive, indépendamment de tout souci de formalisa-
tion, impose parfois une certaine lourdeur.

IT convient, avant d'aborder cette analyse proprement dite, de noter
que nous avons voulu donner ici un cadre trés général de réflexion et que,
en particulier, nous ne nous sommes pas attachésd chercher i théoriser une
méthode de type ELECTRE en particulier. Le lecteur constatera que, i cer-
taines reprises, nous avons pris quelques libertés avec les méthodes exis-
tantes dans un souci de clarté et de simplification. On verra ainsi que
nous avons pris le parti de travailler sur une relation de préférence
asymétrique en choisissant de ne pas distinguer 1'indifférence de 1'in-
comparabilité (ce qui peut sembler une gageure puisque 1'apport crucial
des méthodes frangaises réside précisément dans cette introduction de 1'in-
comparabilité), ce que nous justifierons par la suite.

3. Systémes de Préférence Totalement Non Compensatoires (SPTNC)

Dans cette sous-section, nous reprendrons la caractérisation des SPTNC
donnée de fagon indépendante par Fishburn (1976) (voir aussi (1977)) et
Plott, Little et Parks (1975), ces derniers fournissant une interprétation
économique trés détaillée des structures de préférences non compensatoires
(on pourra également consulter Chen (1981), chapitre 2). Cette analyse
sera étendue pour retrouver une classe de systémes de préférence particu-
Tiérement intéressante : celle des systémes de préférence de type concor-
dance.

Soit X = Xy X X2 X sve X Xn un ensemble d'actions évaluées sur n
attributs. On supposera, jusqu'a la fin de la section, que n =z 2 et
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que X, =P ¥ie@s={l,2 ...,n}. Onse donne, sur X, une relation
binaire asymétrique > que 1'on pourra interpréter comme une relation de
préférence stricte ; le couple (X, %) sera appelé une structure de pré-
férence (SP). On notera, classiquement, X = (xl, Xy vues xn) un él1ément
de X, 1'é&lément noté (xi, (yj)jzi) recevant, sur 1'attribut i, 1'éva-

luation x; et, sur tous les autres, des évaluations (y;, ¥ps «.+s Y4.1»

yi+1’ T yn).

Définition 3.1 : On se donne, sur X, une relation binaire ~ dé&finie
par a ~b <= (a, b) ¢ Xz et nonaP>b et nonb } a.

La définition 3.1 implique, de fagon triviale, la symétrie de Ta rela-
tion ~. [I1 faut noter que cette relation ~ ne peut s'interpréter que
comme une "absence de préférence", mélant des situations d'indifférence
et d'incomparabilitéd. On a :

efinition 3.2 : On définit, sur chaque attribut X., une relation bi-
naire ¥, de 1a fagon suivante :

Xy T y; ssi (xi, yi) € X? et

1
(%45 (a3) ).» (¥4s (a‘j)jzi)

J=1

v (a;) e X Xy
Vai ™ gy 9

[1- faut noter que 1'asymétrie de *> implique 1‘asymétrie de toutes
les relations ;. La définition des ?i n'implique nullement des no-
tions d'indépendance au sens des préférences (cf. chapitres [ et I[I) puisque

la relation x, » y. n'est vérifiée que si (x,, (a;) )% (y., (a;) )
1171, . i 174 i 17
j=i j=i
j). - On définit de méme un en-
J=1
semble de relations ~ symétriques par a; ~ bi <==> (ai, bi) € X? et
i i
non a, : b, et non b, : a;.

est vérifiée pour tous les vecteurs (a

Définition 3.3 : Un attribut X; est essentiel ssi J (x;, y;) « X?
tel que X; b Yy
i
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Nous imposerons, dans la suite de cette section, que tous les attributs
X; soient essentiels.

Définition 3.4 : On définir une fonction P de la maniére suivante :

P x% 5 ®(Q)

(%, y) »{i/1icq et x, h y;}.
L'ensemble P(x, y) () contient donc les attributs sur lesquels on a
une préférence stricte de x sur y. A 1'aide de ces notions, Fishburn

"(1976) propose la définition des SPTNC suivante :

Definition 3.5 : Le SP (X, ») est un SPTNC ssi ¥ (x, y, 2, w) X,
on a:

{CP(xs ¥)s P(¥, X)] = (P(z, W), P(w, 2)]} => [X >y <=> Z > wl.

Cette définition indique clairement le caractére non compensatoire de
1'agrégation puisque la préférence globale ne dépend que des sous-ensembles
de Q sur lesquels on a une préférence partielle stricte. I1 est égale-
ment important de constater que cette définition n'implique aucune proprié-
té particuliére sur > qui, comme nous le verrons par la suite, n'est en
particulier pas transitive. - 11 est, d'autre part, clair que cette défini-
tion des SPTNC permet de formaliser, de fagon trés générale, le concept de
concordance des méthodes ELECTRE (cf. B). On a la conséquence importante
suivante :

Propriété 3.6 : -Si (X, » est un SPTNC, alors chaque attribut Xi
est indépendant, au sens des préférences, des autres attributs.

Démonstration : Soit x = (x,, (a.) ),y = {y:s (3;) ), z = (X;>
i J e i 37 g i
(bj) ) et w= (yi, (bj) ). Chaque relation > étant asymétrique
J=i J=i i

(*) Compte-tenu de la propriété 3.6, le lecteur s'assurera que P(x, y)

est identique & 1'ensemble souvent noté I+(x, y) ou C(x, y) dans
les méthodes ELECTRE (cf. Roy (1968), p. 66 ou Roy et Bertier (1971),
p. 20).
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¥ief,ona:

P(x, y) = P(z, w) et P(j, x) = P(w, z).

On a donc, par définition d'un SPTNC, x » y <> z » w et donc (Xi’ (a;) )

J% 53
J=1
> (Y5 (a;) ) <= (%45 (bs) ) > (v;5 (bs) )» ce qui est la définition
37y V=i - 37 jai
de 1'indépendance au sens des préférences.
C.Q.F.D.

Cette propriété d'indépendance au sens des préférences est donc commune
aux modé]és totalement compensatoires (utilité additive par exemple) et aux
modéles totalement non compensatoires. La propriété 3.6 permet de plus
d'éclairer d'un jour nouveau la discussion du chapitre [.A.3 en montrant
que Te recours & un mode d'agrégation non compensatoire vient encore ren-
forcer 1a nécessité de travailler (et donc de concevoir) des axes de signi-
fication "indépendants" dans une démarche constructive. La définition 3.5
permet également de montrer que 1a notion de SPTNC est 1iée intrinséquement
d une notion d'"importance" sur les groupes de critéres. On a :

Définition 3.7 : Soit S = (A, B) / (A, B) « EP(Q)]Z et AnB =20}
1'ensemble des couples de sous-ensembles disjoints de 72(Q).

Définition 3.8 : On d&finit sur B(Q) les relations >> et = par :

A>>B <=> (A, B) ¢ S et x >y dés lors que
CP(x, ¥)» P(y, x)1 = (A, B)

A~B<=> (A, B) e S et x~y dés lors que
CP(x, ¥)» P(y, x)1 = (A, B).

La relation >> peut s'interpréter sémantiquement comme une relation
“plus important. que" sur des groupes (des coalitions) d'attributs. La
relation = ne peut s'interpréter comme une relation "aussi important que"
puisque ~ est une relation d'"indifférence-incomparabilita" sur X. I1
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est clair que 1'asymétrie de > implique 1'asymétrie de »>> bk et que

la symétrie de ~ implique celle de =. D'aprés la dafinition d'un SPTNC,
la donnée de (X, ») implique celle de (S, >>), ce qui est une propriété
cruciale de ces SP. Nous terminons ce paragraphe par 1'énoncé de deux pro-
priétés extrémement importantes, démontrées par Fishburn (1976), auquel
nous renvoyons le lecteur pour une démonstration compléte.

Propriété 3.9 (Fishburn (1976), Lemme 1) : Un SP (X, ») est un SPTNC
si et seulement si :

- PRP
- {ir2 0 ¥1ef;
- ¥ (A, B) ¢S, onasoit A>>B, soit A=B, soitB > A.

Ainsi, dans un SPTNC, tous les attributs sont plus importants que 1'en-
semble vide. Rien n'empéche cependant des configurations du type (i} >> 9,
{i} >> @ mais @ >> {i, j}. On trouvera une discussion de ce genre de si-
tuations dans Fishburn (1976). Fishburn (1976) (et, sous une forme 1&gére-
ment moins générale, Plott, Little et Parks (1975)) prouve le théoréme sui-
vant :

Théoréme 3.10 (Fishburn (1976), Théoréme 1, partie g) : Un SPTNC (X, &)
tel que :

- > soit un ordre faible (asymétrique et négativement transitif),
- ¥iegq, 3 (X_is .yi, Z'i) € X13 tel que X_i > "y'l > Z'i (pr‘opriété de
double essentialité) 1 1

est de type lexicographique, c'est-d-dire qu'il existe une permutation ¢
der f by 8y wniwond ) telTe que

pour le plus petit i tel que non Xq(i)

(x) Rappelons que 1'essentialité de chaque attribut implique :
2
¥ (A, B) e S, g (% ¥) ¢ X/ (P(xs ¥), Py, X)) = (A, B).
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On trouvera dans Fishburn (1976) les conditions nécessaires et suffi-
santes pour qu'un SPTNC soit Iexicographique portant sur les propriétés des
relations >> et =. Le théoréme 3.10 présente 1'avantage de montrer clai-
rement pourquoi la recherche de la transitivité est incompatible avec une
agrégation non compensatoire. Demander aux mé&thodes ELECTRE de fournir une
relation de concordance sous forme de préordre complet revient & leur impo-

ser d'étre lexicographiques dans leur agrégation.

Cependant, comme le note Huber (1979), ces modéles totalement non com-
pensatoires, excluant toute notion de compensation "“cardinale", dé&bouchent
souvent sur des situations aberrantes lorsque la différence entre les éva-
luations de deux actions x et y sur les attributs de P(y, x) devient
tellement importante qu'il est irrédaliste de supposer x »>y. La notion de
discordance dans les méthodes ELECTRE vise précisément d atténuer ce genre
de situation en réintroduisant une certaine notion de cardinalité dans les
comparaisons au travers de 1'ensemble de discordance.

4, Systémes de Préférence Partiellement Non Compensatoires (SPPNC),
Concordance, Discordance

Dans cette sous-section, nous utilisons les mémes notations et hypo-
théses qu'au 3 (> asymétrique, Xi non vides, n =z 2, tous attributs es-
sentiels). On définit, de fagon classique, la relation binaire > sur
X par a >b <= (a, b) ¢ Xz et [ a>b ou a~Db]. Onadonc a} b
<=> (a, b) ¢ X% et non b ¥ a.

Afin de tempérer les excds des SPTNC, nous proposons la définition sui-
vante :

Définition 3.11 : (X, »>) est un systéme de préférence partiellement
non compensatoire (SPPNC) si et seulement si, ¥ (X, ¥, 2z, W) ¢ X4

(CP(%, ¥)s P(y, x)1 = CP(z, w), P(w, 2)]} => [x >y =z y wl (3.1)
et [P(x, y) =P(z, w) et P(y, x) =P(w, z) = 0] = (3.2)
(X >y <=> 2 W],
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Cette définition représente une généralisation assez naturelle de la
définition 3.5. A la différence des SPTNC, les SPPNC autorisent une pos-
sible prise en compte de la notion de discordance puisque (3.1) interdit
seulement d'avoir & la fois x >y et w > z. Le complément de défini-
tion 3.2 permet de s'assurer que chaque attribut est indépendant, au sens
des préférences, de son complément dans @, propriété que (3.1) seul ne
permet pas de garantir. On a :

Propriété 3.12 : Si (X, ») est un SPPNC, alors chaque attribut X,
est indépendant, au sens des préférences, des autres attributs.

Démonstration : Compte-tenu de (3.2), la démonstration est identique

d celle de la propriété 3.6.
On a également la propriété importante suivante :

Propriété 3.13 :'Si (X, ») est un SPTNC, alors (X, ») est un SPPNC
(démonstration triviale).

La correspondance entre (X, %) et (S, >>) que nous avons établie
pour 1esSPTNC n'est plus aussi @vidente pour les SPPNC. Ce cas, plus gé-
néral, implique de redéfinir les relations »>> et = :

Définition 3.14 : On définit, sur (?(Q), une relation binaire >>

telle que :
A>>B <=>J(x, ¥) ¢ X2 tel que
[P(x, ¥), P(y, x)1 = (A, B) et x& y.

Cette définition, dans le cadre d'un SPPNC, implique, de facon évi-
dente, 1'asymétrie de »>> qui découle de celle de > Rien n'empéche,
dans le cadre d'un SPPNC, d'avoir quatre actions telles que [P(x, y) =
P(z, w)l, CP(y, x) = P(w, z)] avec x >y et z~w. On a donc :
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D&finition 3.15 : On définit, sur P(Q), une relation binaire =
telle que :

A~B o> (¥ (x,y) tel que CP(x, y), P(y, x)1 = [A, Bl => x ~yl
et AnB =90.

Propriétés 3.16

1) Si AnB =9, alors non A> B, non 8> A et nonAzxB car,

¥ (X, ¥) ¢ Xz, ona P(x, y) nP(y, x) =0 de par 1'asymétrie des ».
; i

2) Si AnB =0, alors on a une et une seule des propositions :
A> 8,8>A, A~B.

3) La définition 3.15 est é&quivalente & : AxB <> AnB =0 et
non A >>B et non B > A.

Démonstration

1) et 2) Trivial d'aprés les définitions.

3) Az=Be>AnB=p et

(A,:_B) (3.3)
(8, A) (3.4).

ﬂ (x, ¥) € X2 avec x »y et [P(x, Yy), P(y, x)]
et A (z, W) ¢ X2 avec z »w et ([P(z, w), P(w, z)]

Or, d'aprés la définition 3.14, (3.3) <=> non A>>B et (3.4) <=
non B >> A. v
€.Q.F.D.

Les définitions 3.14 et 3.15 présentent, de plus, 1'avantage d'étre
parfaitement cohérentes avec la définition 3.8. On a en effet :
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Propriété 3.17 : Si (X, ¥ est un SPTNC, alors

A>B<=>AnB=§ et ¥ (x,y) tel que [P(x, y), P(y, x)]
= (A B), ona x ry (3.5)
AxB<=>AnB=0 et ¥ (x,y) tel que [P(x, ¥), P(y, ><)](3 6)
= (A, B), ona x ~y.
Démonstration

A>> B <=>J (x, y) e X2 avec [P(x, y), P(y, x)1 = (A, B) et x %vy.
Si (X, #) est un SPTNC, alors V¥ (z, w) tel que [P(x, y), P(y, x)] =
CP(z, w), P(w, z)], ona z» w, d'od (3.5).
C.Q.F.D.
La définition des SPPNC que nous proposons permet de retrouver cer-
taines propriétés intéressantes des SPTNC. On a :

Propriété 3.18 : Si (X, %») est un SPPNC, alors :
1) ﬂ:g’
2) {i} > 9 ¥ieQ.

Démonstration

1) Soit x et y e X tel que X; ¥ ¥; ¥ i e Q. Supposons x >y ;
alors x » x d'aprés (3.2), ce qui impossible, d'od x ~y et 0 = §.

2) (i} > P <> (x,¥) <X tel que CP(x, y), P(y, x) 1= ((i}, B)
et x »y. Tous les attributs étant essentiels, on sait qu'il existe X;

gt ¥ tBlsque %, »¥.. OF, B %% o= (k. (@) Yo by {2 ),
i g 1971 i 3 gud i 347

€.0.F.D.

A titre d'exemple, soit X = (xl, Yo zl} ® ‘{xz, Yoo 22} avec
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(xl’ XZ) > (.‘/1! XZ)
(xl’ Yz) 2 (.Yl’ .Yz)
(xls Zz) r (yl’ ZZ)
(Y12 X2) 7 (215 X5)
(.YI: .YZ) > (le .Yz)
('yl’ 22) 7 (21: Zz)
(X1s X5) ¥ (295 %)
(x1s ¥5) ¥ (295 ¥5)
(xl’ 22) > (le 22) )
(xl' XZ) >(xll yZ)
(‘Yl’ xz) ” (.‘1’19 yZ)
(21’ xg) » (21’ yZ)
(x]_’ .Vz) 7 (xl’ 7-2)
(Y1s ¥2) 7 (¥1» 25)
(le .Yz) 7 (_7-1! 22)
(xls 32) ” ('Yl’ xz)

I1 est facile de montrer que, dans ce cas, (X, ») est un SPPNC avec

kg ¥ Ay i fpe &y P Sp 2 I yz"z z, et
{1} >> 9, {2} >> @, {1} >> {2}

mais n'est pas un SPTNC puisque (xl, zz) ~ (yl, yz) par exemple.

La définition suivante nous permet d'établir une correspondance trés
utile entre les SPTNC et les SPPNC.

Dafinition 3.19 : Soit (X, $) un SPPNC. On définit sur X une re-
lation binaire % telle que :

g

X ; y <= (%, ¥y) ¢ X et P(x, y) >> P(y, x).

. * o .- . - .
La relation > est donc définie de maniére non ambigué ouisque (X, >
définit la relation »>> de maniére univoque.

On a les conséquences trés importantes suivantes :
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Théoréme 3.20 : Soit (X, ») un SPPNC et > une relation binaire dé-
finie par la définition 3.19. Alors :

1) x Py=>x5>y V(x,y)exa

2) (X, 3) est un SPTNC.

Démonstration

1) A>»>B=3(x, y) c X tel que [P(x, ¥), P(y, x)1 = (A, B) et
X ry. Or P(x, ¥) >> P(y, x) = x > s

2) Les relations >> et =~ sur ®(Q) définies par (X, %) sont
telles que x >y d&s lors que P, ). (Pl¥, %],
C.Q.F.D.

Prolonger un SPPNC (X, ») en un SPTNC (X, i) revient donc & ajouter
& 7 des arcs en rendant impossibles des situations du type C(P(x, y),
P(y, x)1 = [P(z, w), P(w, z)] et x>y et z~w. En reprenant 1'ex-
emple du SPPNC (X, ¥) étudié plus haut, on voit que son SPTNC associé
n'est autre que :

(x]_’ Xz) ; (.Yl’ Xz): (Xls ‘y2) ;‘ (‘yl’ yz)s (xl! 22) "rf' (.Vls 22)s
(yl’ XZ) 7 (zl’ xz)s (.Yls .yz) ; (le yz): (‘yl’ 22) 5 (Zl’ 22):
(xl’ Xz) E (Zl, XZ)’ (Xl’ .Y2) E (Zl’ .Vz)’ (x]_’ 22) E'(Z]_z 22)’
(Xls Xz) r (Xl’ yz)s (.yl’ xz) 7‘(y1, YZ): (le xz) T (zls ,Yz)s
(XI’ yz) E’ (X11 22)! (yl! yz) f (.yls 22): (215 yz) "7"(21: 22)3
(X1 ¥5) - (¥ys %5)s (%15 25) - (Y15 Yp)s (xq5 ¥p) 7:- (21> %)
(XI’ zz) r (219 yz)s (‘yl’ yz) r (le Xz)s (.Vl’ 22) r (213 .VZ)

Dans le reste de cette section, nous nous efforgons de relier ces con-
cepts de SPPNC et de STPNC au type d'agrégation retenu dans les méthodes
ELECTRE utilisant Tes notions de concordance-discordance. On voit, de fa-
¢on intuitive, que les SPTNC ont des liens évidents avec les calculs de
concordance tandis que les SPPNC ne sont que des SPTNC auxquels on a judi-
cieusement enlevé certains arcs et sont donc trés proches des relations: de
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surclassement utilisées dans ELECTRE. Les méthodes ELECTRE utilisent une
grande variété de techniques pour mener d bien ces calculs de concordance-
discordance. Nous avons pris le parti de formaliser ces notions de fagon

plus précise, tentant d'en conserver 1'esprit, sans pour autant chercher

i reproduire fidélement les techniques retenues dans telle ou telle méthode
(sur ces différentes méthodes de calcul, on pourra se reporter & Vansnick

(1979) ou & Schdrlig (1983)). On posera :

Définition 3.21 : (X, %) est un systéme de préférence de concordance
du type p (SPCp) avec p=21 et peQ ssi:

lei ng R PneTR*+ et HE ER+ tel que V(x, y)&xz

Xpy <=> z P; >0 z p; + €.
ieP(X,Y) ieP(y,x)

Cette définition de la concordance est explicitement retenue par Vans-
nick (1983) et contient, comme cas particulier, les définitions de Rochat
(1980) et la seconde condition de concordance d'ELECTRE II (cf. Roy et
Bertier (1971), p. 20-21). La figure 3.2, inspirée des graphiques proposés
par Vansnick (1979), permet d'interpréter simplement la condition de con-
cordance d'un SPCp. La définition 3.21 fait d"un SPCp un SPTNC de faqoh
évidente et impose & »>> d'étre transitive et compatible avec 1'inclusion.
On s'assurera facilement que le SPTNC associé au SPPNC pris comme exemple
n'est pas un SPCp puisque 1'on-a (1, 2} = @. Le théoréme suivant permet
de spécifier les conditions nécessaires et suffisantes pour 1'existence
d'un SPCp. Ces conditions sont fondées sur des théorémes de représenta-
_tion de relations de plausibilités par des probabilités qualitatives (sur
ce sujet, on pourra consulter Scott (1964), Domotor et Stelzer (1971),
Fishburn (1969) et les synthéses de Krantz et al. (1971), chapitre 9 et
de Roberts (1979), chapitre 8). On verra par la suite la grande parenté,
au niveau formel, existant entre les indices d'importance Pys Pps -evs Py
d'un SPCp et des probabilités qualitatives. On a :

Théoréme 3.22 : (X, ¥ est un SPCp ssi

1) (X, %) est un SPTNC.
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4 e >
0 Ao - ' z R
ieP(x,y)
Figure 3.2 : Interprétation de la condition de concordance d'un SPCp

Le seuil € correspond au point ol la droite D rencontre 1'axe des abscisses,

la cotangente de 1'angle 6 formé par la droite D et 1'axe des abscisses n'é-
tant autre que la valeur op.
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2) ¥1eN- {0}, ¥ x(k), y(k), 200, W) et avee x(K) > y(g)
et z(k) ~ w(k) et ke N et 1sks]
1 i 1
z N(x(k), y(k)) +px I N(z(k), w(k))) 2
k=1 _ k=1
1 1
o £ Ny™), ke g onlk), 2(k)y (3.7)
k=1 k=1
avec N(i(k), y(k)) = (al, Ups +evs an) od a; = 1 ssi xgk) > ygk) et

a4y = 0 sinon.

Remarque : La condition (3.7) est 1'adaptation d'une condition proposée
par Vansnick (1983) & propos d'un théoréme de représentation de relations
‘de plausibilité par des probabilités qualitatives. Cette condition en im-
plique, en fait, une infinitéd puisqu'elle doit étre vérifiée ¥ 1 « N - {0}.
De méme que dans un contexte probabiliste, 1'interprétation de cette condi-
tion est particulid@rement délicate dans ce cadre. .I1 importe de noter que
1'inégalitd figurant dans la condition (3.7) porte sur des vecteurs ayant
un nombre de composantes &gal au nombre d'attributs. Avec 1 = 1, on peut
interpréter, de fagon trés qualitative, la condition (3.7). En effet, les
relations ? étant asymétriques, i1 est clair que 1'on a toujours WN(x, y)

=z N(y, x) ';és lors'que x * y. On a donc également N(x, ¥) = p x N(y, x).
Pour remplacer 1'inégalité de 1a condition (3.7) par une é&galité, i1 fau-
drait que N(w, z) ait les mémes composantes non nulles que. N(x, y).

Ceci peut s'interpréter comme traduisant le fait que w doif se comparer

d z comme x d y. Or on a, par hypothése, dans (3.7) x >y et w~ z,
d'ol la nécessité d'une inégalité.

L'axiomatique proposée des SPCp spécifie donc des conditions portant
uniquement sur la relation de préférence stricte ». Ceci est rendu pos-
sible par la correspondance univoque existant entre la relation de préfé-
rence stricte sur X et la relation d'importance sur 2(Q) dans le cadre
d'une SPTNC. Bien que la relation d'importance n'intervienne pas explici-
tement dans la démonstration, on verra que c'est cette correspondance qui
la sous-tend.’ '

La démonstration de ce théoréme figure i 1'annexe 4.
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Le théoréme 3.22 fournit donc des conditions nécessaires et suffisantes

pour parvenir & un SPCp qui recouvre un nombre trés important de techniques
de calcul de concordance utilisées dans les méthodes de type ELECTRE.

I1 est de plus possible de spécifier plus précisément le rdle de la
discordance dans les méthodes de type ELECTRE. Ce sera 1'objet de la dé&-
finition suivante :

Definition 3.23 (*) : (X, ») est un Systame de Préférence de type Dis-
cordance (SPD) ssi :

- (X, ¥) est un SPPNC et
= ¥ JePly, X), xry=¥x

*

* *
j ¥ Xjs X >y avec x = ((xi) . X

J i2]
. Cette définition traduit le fait qu'un SPD ne "brise" par les arcs de
son SPTNC associé de fagon aléatoire mais n'introduit de 1'incomparabilité

que lorsque les écarts de préférence sur les attributs discordants de-
viennent “suffisamment importants". On vérifiera sans peine que Te SPPNC
(X,} ) donné en exemple est également un SPD. Pour parvenir & une défi-
nition de "seuils de veto" ou d'écarts de discordance, la définition 3.23
n‘est cependant pas suffisante puisque les relations ? n'‘ont jamais été
supposées transitives ou méme exemptes de cycles. Cette définition fera

1'objet de 1a propriété suivante :

Propriété 3.24 : Soit (X,>) un SPD ; alors si, ¥ieq et V¥ L Xi
et Y, =0, Jx, et x,eY, telsque ’-‘i?xi ¥ %y e My Bt % 2 X
¥ Xy € Yi et si ¥ (X, ¥, z) ¢ X [P(x, ¥y) =P(z, y) et Plys %) 3 5(y, z)]

= [x>y=>z2yl],alors x>y = ¥]jeP(y, x).

Soit ¥ xi e Xiy x'» y avec x' = (xi, (x;) ) (3.13)
J J J 1 izj
. v
Soit o yj(xﬂ“{j}, y) € Xj tel que
] 1 ; V _— 1 >
Y X3 € Xj’ X ;'yj(xg-{j}’ y) <= x y (3.14)
avec x' = (x.), (xi) )i
J iz]

(*) On trouvera dans Bouyssou et Vansnick (1984) plusieurs définitions
alternatives permettant 1'introduction de la discordance.
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Démonstration

Soit _x_jexj tel que xj%fij ijexj et 5-"'(53" (xi) ).

Ona x »y. D'aprés la définition de x, on a :

P(x, y) = P(x, ¥y) et P(y, x) =P(y, x) ou P(y, x) Py, x).
Donc, d'aprés la dafinition d'un SPPNC :

- Soit Xx »y et, d'aprés la définition 3.23, on a :

X'y ¥ x3 e X. ou x'= (xj), (x1) ), d'od (3.13).

j fuf

- Soit x ~y. Posons :

Xy = (x5 / Xy € X; et x~y avec x= (X4 (xi)izj)}

ﬁj = {;j / ;j ¢ X; et X s y avec X = (X5 (xi)izj)}
Ona X n Rj~= § et, d'aprés 1a définition d'un SPANC, X, v Ry = Xj. De
plus, ¥ Xj € Xj et ¥ x; e X;» X ; %5 d'aprés la définition d'yn SPD.

J J J -~ 0~

. v , v 2
Soit yi(xg-{j}’ yj) e X, tel que y.(xﬂ_{j}, yj) ? . ¥ x.¢X..
Cette valeur existe par hypothése, d'ou (3.14).

C.Q.F.D.

La condition-clé de 1a propriété 3.24 stipule que, pour -tout sous-en-
semble de valeurs sur un attribut, i1 existe une d'entre elles qui est "au
moins aussi bonne" que toutes les autres. [1 est facile de montrer que
cette condition implique 1'acyclicité de ) . Pour le prouver, il suffit
de supposer Y1 = {xl, Xo s x3} et x; > Xg > Xq > Xq. Elle n'implique
cependant ni la transitivité de »>, ni celle de ~. En effet, soit X =
X1» Xg1 Xq et > telle que X3 %oy Xo > X4 et Xy ~ Xq qui vériffent
1a condition de la propriété 3.24. I1 en aurait &té de méme avec Xy~ X5
Xg ~ Xq et X1 > Xq La restriction structurelle introduite dans la pro-
priété 3.24 nous semble donc peu contraignante dans le cadre de problémes
réels. '
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La propriété 3.24 permet donc d'établir, sous certaines conditions,
T'existence d'un "seuil de veto". En toute rigueur cependant, celui-ci
dépend non seulement de 1'évaluation de y sur 1'attribut Jj mais aussi
de son évaluation sur tous les autres attributs et n'est pertinent que
pour une action x dont on connait les évaluations sur tous les attri-
buts autres que j (d'ol Ta notation y?(xg_{j}, y). A ce stade, on peut
donc caractériser, de fagon formelle, les systémes de préférences "de type
ELECTRE" faisant appel & la double notion de concordance-discordance.

Définition 3.25 : Un systéme de préférence (X, %) est de type ELECTRE
(SPE) si et seulement si

-

(X, ) est un SPCp.

- (X, y) est un SPD vérifiant les conditions de la propriété 3.24.
¥ (R P sl W) e X4 avec P(y, x) =P(w, z) et x%y et z »w

et 4J e P(y, x) tel que Yy = My alors

v V.
Vil @eti1) ¥ = W3-y W)

Cette définition traduit le fait qu'un SPE est issu de 1'application
des principes de concordance et de discordance, les seuils de veto sur
chaque attribut ne dépendant que du niveau ol 1'on se situe sur cet at-
tribut.

Cette série de définitions appelle deux remarques principales :

a) La définition 3.25 montre bien qu'un SPE est un SPPNC de type tout
d fait particulier. I1 est cependant clair que 1'intérét des SPE, d'un
point de vue pratique, est indépendant de leur généralité du point de vue
théorique. Les SPE présentent 1'immense avantage de pouvoir étre obtenus
sur un plan constructif par application de régles trés simples, sur la
base d'une "convention" trés générale dont on a montré qu'elle pouvait
se révéler particuliérement utile dans certaines situations.

b) Les développements de ce chapitre ont été effectués sur la base
d'une relation de préférence stricte ¥ antisymétrique et ne permettent
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donc pas de distinguer, au sein de la relation ~, les situations d'indif-
férence et d'incomparabilité. I1 est clair que cette option a &té prise,
en premier lieu, en raison de considérations techniques. Indépendamment
de celles-ci, ce choix peut néanmoins se justifier par :

= Un soucf de cohérence avec les autres branches de 1a théorie de 1la
décision n'utilisant que des relations asymétriques.

- Le sentiment que, dans un modé&le de nature constructive, 1'essentiel
est avant tout de rechercher des relations de préférence bien affirmées
entre les actions. A partir du moment ol 1'on reconnait explicitement que
la relation ~, définie de manidre négative, ne traduit pas (ou pas seule-
ment) une indifférence entre les actions, i1 nous semble peu utile, d'un
point de vue théorique, de vouloir rechercher 3 1a séparer en deux compo-
santes distinctes. Comme le note Huber (1979), le seul cas d'indifférence
(dans une logique non compensatoire) véritable reste celui ol deux actions
sont indifférentes sur tous les critéres. Dans une logique non compensa-
toire, le statut de 1'indifférence est donc trés proche de celui d'une
"&quivalence" entre les actions dans la pra;ique. Cependant, dés lors
que 1'on considére que de petites diffarences d'évaluation'sur un critére
peuvent ne pas &tre significatives, cette notion d'"équivalence" n'appa-

rait plus aussi clairement. I1 devient dés lors nécessaire de chercher &
nouveau d séparer cette notion de 1'incomparabilité, ce qui est fait dans
la plupart des méthodes de 1'Ecole Frangaise. Dans une logigue d'agréga-
tion compensatoire, au contraire, 1a notion d'indifférence est cruciale
(cf. les techniques décrites au chapitre 2 permettant d'estimer les fonc-
tions d'utilité ou les techniques classiques d'estimation de taux de subs-
titution) et son rdéle ne se limite, bien sir, plus & celui d'une simple

"équivalence".

D'un point de vue théorique, le choix que nous avons effectué a donc
le mérite de souligner le caractédre trés spécifique de la notion d'indif-
férence dans le cadre d'une logique d'agrégation non compensatoire. La
nécessaire distinction entre 1'indifférence et 1'incomparabilité, dans
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la pratique, tient principalement au probléme de la définition d'une "aqui-
valence" entre actions lorsque celles-ci sont évaluées de fagon imprécise
et/ou non probante sur les attributs (ou critéres).

D. L'INTRODUCTION DE SEUILS DANS UNE APPROCHE CONSTRUCTIVE

Une des principales originalités des deux plus récentes des méthodes
de la famille ELECTRE (ELECTRE III, c¢f. Roy (1978) et ELECTRE IV, cf. Roy
et Hugonnard (1982) et Skalka, Bouyssou et Bernabeu (1983)) consiste dans
1'introduction de seuils dits de "discrimination" dans la définition des
critéres. Comme nous 1'avons vu au B.3 & pronos d'ELECTRE III, les don-
nées de départ de ces méthodes consistent en une famille cohérente de
pseudo-critéres, c'est-a-dire que chaque critére est muni de deux seuils :
un "seuil d'indifférence" et un "seuil de préférence". WNous nous efforce-
rons tour.a tour, dans cette section, de montrer en quoi ces seuils de
discrimination se . rapprochent ou se différentient d'autres fagons d'uti-
liser 1a notion de seuil avant de tenter de mieux cerner leur rdle et de
passer en revue certaines techn%ques permettant de raisonner leur quanti-
fication.

1. Seuils et seuils de discrimination

La conception probablement la plus ancienne et la plus répandue de la
notion de seuils trouve sa source dans les "Sciences Expérimentales" et,
plus particuliérement, en physique. On a trés tdt reconnu 1"impossibi-
1i1té de mesurer, de fagon exacte, une quantité physique pour un grand
nombre de raisons (erreurs dites "systématiques" dans la construction ou
1'étalonnage des appareils de mesure, erreurs dites "fortuites" dues aux
conditions d'expérimentation et & 1'intervention de 1'expérimentateur,
etc.), indépendamment des problémes plus fondamentaux que peut soulever
la possibilité méme d'effectuer une mesure dans certaines situations
(principe d'incertitude par exemple). Le calcul classique des erreurs
en physique (cf. par exemple Ney (1963) ou Lefrangois (1959)) consiste,



compte-tenu de ce que 1'on sait des erreurs systématiques possibles dues a
1a structure de 1'appareil de mesure et aprés de multiples expériences vi-
sant 3 limiter 1'effet des erreurs fortuites, & donner les bornes par ex-
cds et par défaut 4 1'intérieur desquelles on estime (avec certitude ou par
rapport & une notion d'"intervalle de confiance" statistique) que la "vraie
valeur" se situe. Pour ce faire, on adopte un certain nombre de régles
simples concernant 1a manipulation de ces bornes dans des opérations arith-
métiques. Notons que ces procédures classiques reposent toutes sur 1'idée
qu'il existe une quantité "vraie" mais inconnue (c'est-d-dire ici non me-
surable). Ce seuil d'"approximation" recouvre donc une incapacité a me-
surer, de facon exacte, une quantitéd existante.

Parallélement aux physiciens, de nombreux psychologues ont également
utilisé une notion de seuil, cette fois liée & 1'"inertie" de T'appareil
sensoriel humain qui ne peut déceler une différence entre deux stimulii

que lorsque celle=ci excéde une "différence minimale significative" ("Just
| Noticeable Difference" J.N.D.). Ce seuil est donc un seuil de "perception”
qui est, dans son principe, relativement proche du seuil d'approximation
des physiciens puisqu'il vise & int@grer 1'imperfection de 1'appareil de
mesure que constituent nos sens. Luce (1956) a montré qu'il était pos-
sible, au travers de la notion de "quasi-ordre" (cf. chapitre [I) de for-
maliser, de fagon trés générale, de telles structures de perception "im-
parfaites" (cf. le .cédlébre exemple de la tasse de café). Certains é&cono-
mistes ont tenté d'intédgrer explicitement ce type de seuils dans une for-
malisation poussée (cf. par exemple Devletoglou (1971)). 11 convient ce-
pendant de noter que le passage d'une relation de perception (ou de simi-
larité) faisant intervenir des seuils & une relation de préférence n'est
pas exempt d'ambiguité. En reprenant 1'exemple de la tasse de café de
Luce, s'il est clair qu'en 1'absence d'informations sur la quantité de
sucre dans chaque tasse la structure de perception de celles-ci fera in-
tervenir des seuils, il est 1égitime de se demander si un individu, con-
fronté & une succession de tasses dont il connait la teneur en sucre, ne
préférera pas une tasse t 4 une tasse t' dés lors que t est plus
sucrée que t', méme s'il est incapable de les distinguer en les goltant



- 161 -

(on constate par exemple souvent que 1'achat d'un matériel acoustique se
fait sur la base d'indicateurs chiffrés dont les variations ne sont cer-
tainement pas décelables en-deca de certaines limites).

Comme nous 1'avons déjd vu (cf. chapitre II et B.3), le modéle du
pseudo-critére ainsi que la structure de pseudo-ordre qui lui est asso-
ciée présentent, sur le plan formel, une grande parenté avec les modédles
utilisés par les psychologues. On verra de plus, au 3, que, dans de nom-
breuses études, les seuils de discrimination semblent avoir &té utilisés
de fagon & prendre en compte la part d'imprécision affectant les données
de départ, ce qui ne va pas sans rappeler le seuil d'"approximation" des
physiciens. Le reste de cette section s'efforcera de montrer que les
"seuils de discrimination" ne peuvent cependant pas se ramener & 1'une
ou 1'autre de ces conceptions et présente une profonde originalité dans

le cadre de 1'aide & la décision.

2. Le rdéle des seuils de discrimination

-

Parvenir @ une famille cohérente de critéres munis de seuils de dis-
crimination reléve d'une double démarche de "conception" d'axes de signi-
fication (si possible "indépendants", cf. chapitre I) et de "ponctualisa-
tion" (cf. Roy (1979-1983), chapitre 9). Comme nous 1'avons vu au cha-
pitre I, les données de départ consistent le plus souvent, pour chaque
action, en un ensemble d'évaluations "non déterministes" sur une famille
de conséquences Xl, XZ’ 315 Xm qu'il s'agit de "transformer" en une
famille de pseudo-critéres ({gy, Py» d1}s (9ys Pps Gpts -.ny {9, Py Q).
[T est, bien sdr, vraisemblable que Tes évaluations non déterministes sur
le "spectre des conséquences" Xl, Xz, ees Ko (cf. Roy (1979-1983)) fe-
ront intervenir des seuils d'"approximation" (certaines conséquences sont
mesurées) et/ou des seuils de "perception" (certaines conséquences font
intervenir la perception d'acteurs divers). Les seuils de discrimination
ne sont donc pas sans liens avec ceux d'"approximation" ou de "perception".
Comme nous allons le voir, leur fonction principale est cependant toute
différente, méme si, dans certains cas, i1 est possible d'établir des
liaisons entre ces différentes notions.
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Pour bien comprendre la spécificitéd du rdle des seuils de discrimina-
tion, i1 convient de s'interroger plus avant sur les arguments avancés
pour les introduire.- On a vu, au chapitre précédent, qu'il existait de
nombreuses techniques qui, en imposant une restriction structurelle sur
la forme des évaluations non déterministes sur les conséquences élémen-
taires, permettaient de batir des critéres sans seuils, ce que nous avons
appelé des "vrais-critdres". Dans le cadre d'une démarche constructive,
Roy (1979-1983), chapitre 9 p. 300 donne trois raisons principales justi-
fiant le recours d des seuils de discrimination :

a) les évaluations des actions potentielles sur les conséquences glé-
mentaires -Xl, Xz, P Xm sont souvent entachées d'une large part d'im-
précision, d'incertitude, voire d'arbitraire ;

b) les techniques permettant de passer de ces évaluations nan déter-
ministes aux critdres (constituant une information plus opérationnelle et
donc plus pauvre) emportent souvent de nombreux é&léments d'arbitraire
qu'il est souhaitable de gérer explicitement dans la modélisation ;

c) les actions i comparer étant des actions réelles (et non idéales),
i1 est prudent d'estimer que leur comparaison pourra faire intervenir des
éléments difficilement modélisables explicitement (et donc ne pourra s'o-
pérer, seulement, comme celle de deux nombres).

En résumé, 1'argument principal en faveur de 1'introduction de seuils
de discrimination tient aux outrances engendrées par le modéle du vrai-
critdre ol 1'on considére toute différence u = g(a') - g(a) comme ré-
vélatrice d'une préférence stricte de a' sur a dés lors qu'elle est
positive. Au contraire, comme le fait remarquer Roy (1979-1983), cha-
pitre 9 p. 319 : "le modéle du pseudo-critére a pour objet ... de cerner
des situations d'indifférence et de préférence aussi peu discutables que
posstble”. Les seuils de discrimination doivent donc avant tout &tre con-
sidérés comme des "seuils de probance". En matiére d'aide & la décision,
on constate en effet bien souvent qu'un orobléme crucial réside précisé-
ment dans le "flou conceptuel" entourant les axes de signification mani-

pulés. Comme le font remarquer par exemple Roy, Présent et Silhol (1983),
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s'il est clair que Ta notion de "trafic sur un quai" est importante pour
décider d'un ordre de priorité de rénovation des stations de métro, sa
mesure reste fortement problématique : quel jour choisira-t-on pour ef-
fectuer 1a mesure ? A quelle heure ? Quelle est la fiabilité des mé-
thodes de comptage ? S'agit-il de prendre en compte des trafics "moyens"
ou "instantanés" ?, etc. On voit bien ici que le "non-déterminisme" af-
fectant ce concept de trafic ne peut se résumer par un seuil d'approxima-
tion ou de perception. Parler ici de "vraie valeur" n'a plus sens dans
la mesure oU c'est la notion méme de ce qui doit &tre appréhendé qui pose
probléme. Pour reprendre 1'exemple du "trafic", on concoit bien que les
mesures effectuées permettent de donner un ordre de grandeur de ce qui
devrait étre "idéalement" appréhendé. Introduire des seuils de discri-
mination revient alors & ne pas vouloir faire dire & des "ordres de gran-
deur" plus que ce qu'ils ne signifient en réalité.

Lorsque les conséquences élémentaires n'échappent pas i ce "flou con-
ceptuel" (c'est le plus souvent le cas), les évaluations des actions po-
tentielles prennent souvent la forme d'un intervalle, ce que Roy (1979~
1983), chapitre 8 a appelé une évaluation ponctuelle avec seuils de dig-
persion. D'un point de vue formel, ces seuils de dispersion sont trés
proches des "seuils d'approximation" de la physique. I1s ne visent ce-
pendant pas a “entourer" une valeur vraie mais & permettre & 1'analyste
de gérer toute 1'imprécision et 1'arbitraire issu de la "mauvaise" défi-
nition (en toute rigueur, i1 faudrait parler de 1'impossibilité d'une dé-
finition) de ce qu'il cherche & mesurer. Cette similitude formelle a par-
fois entrainé une certaine confusion entre ces deux notions qui s'est tra-
duite par le fait qu'on a souvent envisagé les seuils de discrimination
(raisonnés sur base des seuils de dispersion) comme devant refléter la
"mauvaise mesure" des données de départ. On verra plus avant, au 3, quels
sont les liens entre seuils de dispersion et seuils de discrimination.

Cette idée de "seuil de probance" explique que, lors de 1'introduction
de la notion de "seuil de discrimination" (cf. Roy (1975)), aucune tech-
nique précise d'évaluation de ces grandeurs n'était proposée, en-dehors
du raisonnement évoqué au B.3 .. consistant, & partir d'une différence
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u=g(a') - g(a) révélatrice sans ambiguTté d'une préférence stricte
(resp. d'une indifférence) et & 1a réduire (resp. & 1'augmenter) jus-
qu'au point ol la différence ne semble plus révélatrice d'une situation
de préférencg claire, définissant ainsi le seuil de préférence (resp.
d'indifférence). En effet, compte-tenu de ce qui précéde, le bien-fondé
de 1'existence des seuils de discrimination découlait du fait que toute
valeur (raisonnable) non nulle semblait plus réaliste que de poser
p(g(a)) = q(g(a)) = 0 pour toute action potentielle a.

Avant de rentrer plus avant dans les techniques permettant de quanti-
fier ces seuils, nous ferons quelques remarques préliminaires sur la na-
ture du modéle du pseudo-critére. Comme le fait remarquer Roy (1979-1983),
chapitre 9, le modéle du pseudo-critére (tout en recouvrant comme cas par-
ticulier celui du quasi-critére qui génére, sur 1'ensemble des actions, la
structure connue de quasi-ordre) est loin d'@tre le plus général qui puis-
se se concevoir pour quider la comparaison de deux actions. Ainsi que nous
1‘avons vu au B.3, Te modéle du pseudo-critére ne fait intervenir que deux
seuils dont Tes valeurs sont 1iées non aux actions elles-mémes mais & leurs
édvaluations sur 1'@chelle associée au critére. Ces deux limites méritent
quelques brefs commentaires. En premier lieu, i1 faut signaler qu'il est
parfaitement possible de formaliser des structures de préférence faisant
intervenir un nombre arbitraire de seuils (cf. par exemple Vincke (1977a)
ou, de fagon liée, la Tittérature abondante sur les relations de préférences
floues, cf. Roubens et Vincke (1983)). Le choix d'un modéle-d deux seuils
peut donc paraitre entaché d'un certain arbitraire. Pour bien comprendre
les raisqons de ce choix, i1 convient d'aborder & nouveau la fagon dont sont
introduits ces deux seuils. S

L'objectif des méthodes de type ELECTRE est de batir, entre les ac-
tions, une relation de surclassement. Pour ce faire, elles cherchent au
préalable & comparer les actions potentielles relativement i chaque axe
de signification. 0&s lors que, sur chacun de ces axes, 1'on ne distin-
gue pas entre différents niveaux d'intensité de cette préférence (on peut
noter que ce concept d'intensité n'est d'ailleurs pas 1ié directement &
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la probance.de Ta comparaison) et 1'on prend 1'option d'exclure d'éven-
tuelles incomparabilités (cf. pour une option contraire Bisdorff (1981)),
il est "naturel" de vouloir séparer les cas ol, compte-tenu des données

de départ, on a des raisons suffisantes d'admettre une préférence stricte
en faveur de 1'une ou 1'autre des actions, de ceux ol 1'indifférence sem-
ble s'imposer. En raison du caractére parfois arbitraire de certaines op-
tions de modélisation, i1 semble cependant prudent d'admettre que, dans
certaines situations, il est Tégitime d'hésiter entre une préférence
stricte et une indifférence, cette zone correspondant d la "préférence
faible" du modéle du pseudo-critére. Pour séparer ces trois zones, 1'uti-
Tisation de deux seuils semble donc naturelle.

L'existence de ces deux seuils est donc intrinséquement 1iée au refus
de distinguer différents "niveaux de préférence" et d'accepter des situa-
tions d'incomparabilité au niveau de chaque axe de signification. La per-
tinence de ces deux hypothéses nous semble fortement dépendante du type
d'agrégation des critéres que ces méthodes utilisent par ailleurs. Ainsi,
1'hypothése d'absence d'incomparabilité au niveau de chaque axe de signi-
fication est &troitement 1iée & la fagcon dont ces axes sont batis dans une
démarche constructive. Comme nous 1'avons déja mentionné, la possibilité
de toujours comparer, toutes choses égales par ailleurs, deux actions po-
tentielles relativement & chaque axe de signification constitue un préa-
Table d 1a constitution de ce que nous avons appelé une "charpente" d'une
structure de préférence sans laquelle la possibilité d'une construction
semble inexistante.

Ce raisonnement permet par ailleurs de mieux percevoir la nature de
la relation de "préférence faible" qui est une notion assez peu classique
en théorie de la décision. Accepter la pertinence du modédle du pseudo-
critére revient a refuser 1'interprétation de cette relation en termes
d'"intensité" de préférence. Une préférence faible n'est pas une préfé-
rence moins "marquée" qu'une préférence stricte mais une préférence stricte
que 1'on n'a pas pu établir avec suffisamment de sécurité, autrement dit
avec moins de probance. La différence entre cette hésitation et une
moindre intensité n'est pas toujours claire dans la facon dont ces méthodes
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exploitent cette relation (voir également 1'interprétation de Brans et
Vincke (1982)). A titre d'exemple, la méthode ELECTRE III fait corres-
pondre, & cette zone de préférence faible, des "degrés de crédibilite"
cj(a, b) du surclassement variant linéairement avec les évaluations

(cf. figure 3.3). Cette crédibilité différenciée dans la zone de pré-
farence faible pourrait faire croire & une intensité de préférence. Elle
doit cependant étre interprétée, & notre sens, comme une fagon d'appré-
cier qualitativement comment 1'"hésitation" peut varier dans Ta zone
comprise entre les deux seuils en &vitant des "effets de bords" diffici-
lement justifiable intuitivement (pour une interprétation de ce degré de
crédibilité en termes d'intensité de la préférence, voir cependant Vans-
nick (1982)). Les deux seuils du modéle du pseudo-critére sont de plus
intrinséquement 1iés 4 1'échelle du critére et non aux actions elles-mémes.

cj(a SD) A
Préférence
1 T |
(6) (5) : (4) l (3) N (@) i (1)
. : L | :_
0 : ' : l \ .
9;(a) g;(a)+py(9;(a)) 94(b)
g;5(a)+a;(95(a))
Préférence
e
(4) | (3) ! (2) ! (1)
35(@)p;(35(0)) 3(a) | | a,(5)
gJ(a)'qJ(gJ(b)) ‘

) Figqure 3.3 : Degré de crédi
dans la ﬁE%ﬁEEEfEEECTRE [II (préférences croissantes avec les évaluations)
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On trouvera dans Roy (1979-1983), chapitre 9 divers exemples montrant que,
dans certains cas, le raisonnement que nous avons présenté (cf. B.3) pour
aboutir d 1a notion de seuil de discrimination conduit & faire dépendre les
seuils non pas de la position des actions sur 1'échelle du critére mais,
plus généralement, de 1'évaluation des deux actions a comparer sur 1'en-
semble des conséquences élémentaires prises en compte dans 1'axe de signi-
fication du critére. Les raisons de cette option de modélisation qui, &
premiére vue, peut paraitre relativement restrictive, n'apparaitront clai-
rement que lorsque nous aurons passé en revue certaines techniques permet-
tant de raisonner la quantification de ces.seuils. Rien ne s'oppose ce-
pendant & T'utilisation de méthodes telles que ELECTRE III et IV lorsque
les seuils ne sont pas intrinséques. Une telle éventualité reviendrait
cependant & manipuler un volume d'informations trés important dont on

peut se demander s'il serait véritablement significatif (dans une approche
constructive).

Dans un grand nombre d'études réelles menées & 1'aide d'une méthode
faisant intervenir la notion de seuil de discrimination, i1 semble que
leur réle soit resté trés proche de celui d'un seuil d'approximation ou
de perception, &tant fondés sur des "seuils de dispersion" dont on n'a pas
reconnu 1'élément spécifique. Jacquet-Lagréze (1975b) considare exnlicite-
ment que le seuil de discrimination est soit un seuil "d'incertitude" tra-
duisant une mesure approximative, soit un seuil d'"indifférence" liée 3
une perception imparfaite de petites différences. Siskos et.al. (1983)
interprétent le seuil de préférence (le seuil g'indifférence étant con-
sidéré comme toujours nul) comme un "seuil maximal de non-signification"
traduisant une imprécision de mesure. Au-deld de cette zone de "flou",

il devient possible de comparer deux actions sans ambiguité.

Une telle pratique nous semble cependant fort restrictive puisqu'elle
revient & nier a 1a notion de seuil de discrimination toute son origina-
Tité. I1 nous semble d'autant plus difficile, sur un plan conceptuel, de
vouloir réduire le rdle des seuils de discrimination au fait d'intégrer
explicitement, dans la modélisation, le caractére non déterministe des
données de départ que, a priori, aucune restriction n'est faite sur la
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nature de ce non-déterminisme. [1 est clair qu'il sera impossible de ren-
dre compte 4 tout coup, de fagon probante, de cette information a 1'aide
d'un pseudo-critére.

De fait, des tentatives ont &té effectuées (méme si elles n'ont pas
toutes pleinement abouti) pour ne pas réduire le rdle des seuils de dis-
crimination & celui d'un simple seuil d'approximation. On pourra consul-
ter 4 ce sujet Roy et Bouyssou (1983) ou chapitre IV, Roy et Hugonnard
(1982), Salomon (1983) et Schnabele (1983). Pour une étude détaillée de
1'évaluation des seuils dans le cadre d'une étude réelle et, en particu-
lier, sur 1'idde de probance, on se reportera & Roy, Présent et Silhol
(1983) ().

Mentionnons enfin que les seuils de discrimination doivent servir &
la mise & jour de situations de préférence probantes non seulement compte-
tenu de 1'évaluation des actions sur des axes de signification difficile-
ment appréhendables mais encore compte-tenu de la méthode qui sera utili-
sée pour parvenir 3 une agrégation (**). Comme le font remafquer Roy et
Bouyssou (1983), "l'utilisation du modéle du pseudo-critére reste ...
dans la suite logique de la prudence, voire de la méfiance, que l'homme
d'étude ... garde vis-d-vis de sa méthodologie”. Les seuils de discri-
mination ne doivent donc pas intégrer seulement la mauvaise qualité des
données de départ mais également la "mauvaise qualité" des outils utili-
sés pour parvenir i une prescription (ainsi que la difficulté de modéli-
ser explicitement tous les é1éments_pouvant entrer .dans la perception d'ac-
tions "réelles"). A ce titre, 1'interprétation de ces seuils n'est pas
fondamentalement différente de celle des divers paramétres (ensemble de

discordance, seuil de concordance) entrant dans la plupart des méthodes

(*) Lorsque 1'axe de signification du critére recouvre une réalité phy-
sique claire, i1 peut étre utile de lier Tes seuils de discrimina-
tion aux problémes d'"indivisibilitéd" sur ce critére. A propos d'un
probléme de choix d'équipements collectifs, c'est 1'option qui a &té
retenue par Norese et Ostanello (1979) qui lient les seuils a 1'é-
quipement collectif le plus petit susceptible d'étre entrepris.

Ces deux "rdles" des seuils sont, bien sidr, intrinséquement 1iés
puisque ¢'est 1a notion de "probance" des comparaisons qui les en-
gendrent tous deux. La "mauvaise qualité" de la méthode tient bien
sir au fait qu'elle est destinée d prendre en compte des axes de si-
gnification "flous".
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de type ELECTRE. De méme que dans ELECTRE I, le seuil de concordance vi-
sait & s'assurer que les critéres concordants étaient "suffisamment" im-
portants, de méme ici les seuils de discrimination visent & s'assurer de

1'établissement, sur chaque axe de signification, d'une structure de pré-
férence "suffisamment" probante compte-tenu & la fois des données de dé-
part et de la part d'arbitraire (cf. III.A) inhérente aux choix de ces
axes de signification, considérés comme les lignes de force d'une cons-
truction future. A ce sujet, Roy et Bouyssou (1983) notent (1'homme

d'étude) : "N'ayant pas pour repére des préférences existantes, celui-

et n'estime étre en droit de conclure d une préférence probante que si
les outils, souvent grossiers, qu'il utilise ne lui iatssent aucun doute
d ce sujet, d'od l'utilisation d'une "zone tampon' traduite par les seuils

de discrimination'.
Une fois mis en évidence le rdle complexe joué par les seuils de dis-
crimination dans une démarche constructive, i1 convient de passer en revue

certaines "techniques" permettant de leur donner une valeur.

3. Le mode de calcul des seuils de discrimination

Fréquemment, i1 pourra étre suffisant, pour avoir un ordre d'idée de
la valeur d donner aux deux seuils de discrimination, d'appliquer, avec
le décideur, le type de raisonnement évoqué au B.3 (cf. Roy (1979-1983),
chapitre 9 p. 318 et ss.). Pour certaines situations se produisant fré-
quemment, i1 est cependant utile de structurer un peu plus avant ce rai-
sonnement.

e e e 0 e e e - e e e S N S e R S A =S S v m e e e e e

(1979-1983), chapitre 9)

Dans de nombreuses situations, i1 n'est pas possible de résumer 1'éva-
Tuation d'une action a sur une conséquence i par un seul nombre xi(a).

Grace d un calcul d'erreurs, & une estimation de marges de tolérance ou de
fluctuation, on peut souvent évaluer une action au travers de :

(*) Cette sous-section est inspirée de Roy et Bouyssou (1983), annexe 4.
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- son évaluation xj(a),
- une approximation par excds de cette valeur : x.;(a) + n;
- une approximation par défaut de cette valeur : xi(a) -

per}

o n:(a) et n;{a) peuvent fort bien étre différents (marge d'erreur sur
un devis de construction par exemple). Une telle évaluation constitue ce
que nous avons appelé "&valuation ponctuelle entourée d'un seuil de disper-
sion".

Dans une telle situation, i1 est naturel de poser gi(a) = xi(a). Ce-
pendant, compte-tenu de 1'imprécision entourant le nombre xi(a), on ne
peut regarder la différence gi(a) - gi(a') comme probante d'une situa-
tion de préférence stricte dés lors qu'elle est positive.

Roy (1979-1983), chapitre 9) montre que, lorsque les seuils de disper-
sion n+ et n  sont intrinsdques, c'est-d-dire qu'ils ne dépendent que
de 1'évaluation de 1'action et non de 1'action elle-méme, on peut faire
du critére g(a) un pseudo-critdre (on trouvera dans Siskos et Hubert
(198;) certaines techniques permettant de traiter le cas ol h+ et 1
ne sont pas intrinséques).

Les seuils de dispersion étant intrinséques, on peut poser :

n*(a) = u(g(a))
n(a) = u'(g(a)).

I1 est alors raisonnable de considérer que a' est strictement pré-
féré & a lorsque :

g(a') - u'Cg(a')1 > g(a) + uCg(a)l,

c'est-d-dire lorsque les deux intervalles d'imprécision sont disjoints.
Soit, graphiquement :
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N
(i a(a) " g(a') 4] 9(z)
g(a)-u'(g(a)) g(a)+u(g(a)) g(a')-u'(g(a)) g(a')+u(g(a'))

Si 1'on fait décroitre g(a'), les deux intervalles hachurés vont se
chevaucher progressivement. On peut admettre que ce chevauchement ne tra-
duira une situation d'indifférence entre a' et a que lorsque :

9(a) « Ca(a') - u'(g(a')) ; g(a') + u(g(a'))]
et g(a') « C(g(a) - u'(g(a)) ; g(a) + u(g(a))l,

situation ol 1'évaluation de chaque action est comprise dans 1'intervalle
d'imprécision de 1'autre action. Soit, graphiquement :

g(a')-u'(g(a')) g(a)+u(g(a))

[j/ /{:xyxuﬁéﬁYxxxxxszXYACK;;L\\u\\\t] \

w 9(a) g(a') _J ‘ 9(2)
9(a)-u'(g(a)) g(a')+u(g(a'))

La situation intermédiaire correspond alors & un domaine d'hésitation
entre indifférence et préférence stricte que 1'on a interprétée comme une
préférence faible de a' par rapport a a.

On trouvera dans Roy (1979-1983), chapitre 9 une justification détail-
1ée de ces conventions que des considérations de bon sens nous ont permis
de comprendre. Roy (1979-1983) montrequ'il est toujours possible de

rendre compte de ces conventions d 1'aide d'un pseudo-critére, c'est-3-
dire qu'il existe deux fonctions p(g(a)) et q(g(a)) telles que :

g(a') > g(a) + p(g(a)) <> g(a') - u'
et g(a') > g(a) + q(g(a)) <> g(a') > g
ou g(a) < g(
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sous réserve que u et u' vérifient une condition de cohérence simple
et toujours vérifide pour des seuils variant linéairement avec 1'évalua-
tion. Dans ce dernier cas, un calcul direct permet d'en déduire les
seuils de discrimination associds. Avec u'(g(a)) = o' + g' g(a) et
MMH)=¢+BMﬂ(ﬂ,ma=

'+ (8 g
p(g(a)) . o+ l(- ;' _) g(a)

et
q(g(a)) = Min(a + B 9(2),

G|+B|
1l =

9(a)y,
8

Remarque : Lorsque les préférences décroissent avec les valeurs du cri-
tére, ces formules donnent des seuils inverses et non des seuils directs
(sur ces notions, on se reportera & Roy (1979-1983), chapitre 9 et d Skalka,
.Bouyssou et Bernabeu (1983) sur leur prise en compte dans les méthodes
ELECTRE).

Ces conventions ne sont cependant pas les seules envisageables. Face
i des &valuations du méme type, Siskos et al. (1983) ont choisi de consi-
dérer qu'il y avait préférence stricte dés lors que les deux intervalles
d'imprécision &taient disjoints et préférence faible dans tous les autres
cas sauf lorsque g(a) = g(a'), ce qui revient d garder le méme seuil de
préférence que précéddemment avec un seuil d'indifférence égal & 0.
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[1 arrive fréquemment qu'il soit impossible de connaitre avec précision
Tes conséquences de la mise @ exécution d'une action potentielle mais que
1'on puisse apprécier qualitativement la vraisemblance des différentes con-
séquences possibles. C'est ce que Roy (1979-1983) appelle une évaluation
"distributionnelle" (cf. également chapitre I). Rappelons que la modula-
tion de la vraisemblance entre les diversas valeurs possibles n'a pas for-
cément ici la signification d'une probabilité. Lorsque la distribution
de vraisemblance ne présente pas de singularités trop importantes (et
qu'en particulier elle est unimodale), il est tentant de chercher i opérer

(*)  pour &viter certaines incohérences, il est naturel d'imposer : 8' < 1
et 8 =2 -1 (cf. Roy (1979-1983), chapitre 8).
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une troncature de cette distribution pour arriver i un "intervalle de con-
fiance" et ainsi se ramener au cas précédent (cf. Lebrun (1981)). Cepen-
dant, i1 serait nettement plus probant non pas d'effectuer une troncature
a priori mais de pouvoir apprécier la vraisemblance de 1'intervalle ol les
évaluations distributionnelles se chevauchent et de tenter de tirer des
conclusions selon que 1'importance de cet intervalle est ou non négligeable.
Cette technique n'est cependant pas exemple de difficultés dans le cas gé-
néral, rien ne garantissant la définition de seuils qui soient intrinséques
(cf. Roy (1979-1983), chapitre 9, pp. 328 et S8 )e

Recourir & une troncature implique souvent de renoncer & s'intéresser
aux valeurs extrémes des conséquences de la mise d exécution d'une action
et ne permet donc pas (avec un seul critére de ponctualisation) de rendre
compte des phénoménes 1iés & la présence d'aversion ou de golt pour le
risque. Dans ces cas, lorsque la vraisemblance est de type probabiliste,
i1 peut étre utile de recourir & une ponctualisation inspirée des méthodes
de la théorie de 1'utilité (cf. Roy et Bouyssou (1983), p. 37) (*). Une
telle technique de ponctualisation, dans le cadre d'une approche construc-
tive, n'implique pas de recourir au modéle du vrai-critére. En effet,
compte-tenu du "flou conceptuel" affectant les axes de signification, le
réle des seuils de discrimination reste entier dans ce dernier cas. Vans-
nick (1983), p. 13 indique que, dans ce cas, i1 est généralement possible
de recourir & des seuils de discrimination constants entourant le critéare
d'utilité espérée. Cette remarque se fonde sur une interprétation d'une
fonction d'utilité de type Von Neumann et Morgenstern en termes de mesure
de différehce de préférence (cf. chapitre II, § B.3.e). Si, au-deld d'une
certaine différence de préférence, 1'hésitation entre préférence et indif-
férence ne semble plus possible, i1 est "naturel" d'adopter des seuils
constants sur 1'échelle d'utilité. Retenir un tel critére de ponctualisa-
‘tion revient cependant & utiliser une information sur des "préférences du

(%) Cette possibilité doit bien sir é&tre considérée indépendamment du ré-
sultat du théoréme 2.6. Un tel théoréme, s'il fait apparaitre la no-
tion de seuils, ne peut pas étre considéré comme la base possible d'une
technique de ponctualisation. I1 n'offre en effet aucune possibilité
de "construire", de fagon opérationnelle, une telle fonction d'utili-
té entourée de seuils.
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second ordre" dont on a vu qu'elles devaient s'interpréter avec la plus
grande précaution au sein du modéle du pseudo-critére.

Si \# 1'on admet le raisonnement de Vansnick (1983) qui consiste &
assimiler 1'"hésitation" d une plus ou moins grande "différence de pré-
férence", i1 est alors aisé de montrer que le type de seuil retenu sur
une échelle quelconque est fortement dépendant de l1a forme fonctionnelle
de la "fonction d'utilitéd" (si elle existe) sur cette échelle. A titre
d'exemple, supposons un critére g canoniquement associé & un indicateur
d'état ponctuel sur une conséquence élémentaire (cf. Roy (1979-i983), cha=
pitre 9). Supposons que 1'on associe & g un seuil de discrimination du

type :

p(g(a)) =a xg(a) Y¥aeA ol A est 1'ensemble des actions poten=-
tielles.

Soit be A telle que g(b) = g(a) (1L + «¢). En suivant le raisonne-
ment de Vansnick, 1'existence d'une fonction d'utilité mesurant les dif-
férences de préférences conduit 3 poser :

u(g(b)) = u(g(a)) = K avec K ¢ R*™.
Plus généralement, V¥ (a, b) ¢ A, on a :

u(g(b)) - u(g(a)) = K <= AL = o 4 1,

g(a
[1 s'ensuit que 1a fonction d'utilité u est de type logarithmique

lorsque les seuils de discrimination sont constants en valeur relative,

si 1'on admet 1'hypothése selon laquelle une différence constante en termes

de différence de préférence correspond toujours d une méme probance dans

la comparaison. Un calcul simple permettrait de montrer (sous les mémes

hypothéses) que des seuils constants en valeur absolue peuvent étre in-

terprétés & 1'aide d'yne fonction d'utilité linéaire sur 1'échelle.

(%) Ce paragraphe est inspiré d'une communication personnelle de J.C.
Vansnick.
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4, Conclusion

Les techniques que nous venons d'évoquer sont loin de permettre de
pouvoir raisonner dans tous les.cas 1'évaluation des seuils de discri-
mination. Leur réle étant avant tout de permettre d'obtenir des situa-
tions de préférence "probantes", on congcoit bien que leur évaluation ne
saurait entiérement dépendre d'un calcul "objectif". La parenté que nous
avons relevée entre ces deux seuils et d'autres paramétres utilisés dans
les méthodes ELECTRE ne doit cependant pas faire croire que leur &valua-
tion doit se faire principalement sur la base de positions volontaristes
(au contraire des écarts de discordance ou des seuils de veto par exem-
ple). Comme le font remarquer Roy, Présent et Silhol (1983), p. 8 :

"Fizer les seuils reléve autant d'une appréciation subjective que d'un
caleul d'erreur au sens de la physique. Ces seuils ne sont pas des gran-
deurs expérimentales qu'il faudrait approcher au plus juste. Ce sont au
contraire des grandeurs d'opportunité qu'il est commode, voire nécessaire,
d'introduire pour refléter ce qu'il y a d'approximatif ou d'arbitraire dans
les données”. ('est dire que 1'évaluation des seuils de discrimination est
intrinséquement 1iée & Ta représentation qu'ont les acteurs du processus de
décision (y compris 1'homme d'étude) des axes de signification mis & jour
et qu'elle est par conséquent difficilement justiciable d'une analyse théo-
rique. Le rdle de 1'analyse de robustesse effectuée sur ces paramétres (cf.
par exemple chapitre IV) devient alors plus claire. I1 consiste principa-
lement & Timiter 1'influence de la part d'arbitraire incluse dans 1'évalua-
tion de ces seuils. Notons cependant que cette analyse de robustesse doit
rester “compatible" avec 1'"appréciation subjective" des actions du pro-
cessus de décision a propoé de la probance des évaluations sur les diffé-
rents axes de signification. La plage de variation de ces paramétres n'est
donc pas seulement contrainte par de simples considérations de bon sens
comme c'est le cas pour des paramétres purement "techniques" et volonta-
ristes (seuils de veto). On verra, au chanitre IV, comment ces para-
métres sont intégrés dans une étude réelle. Mentionnons enfin que 1'in-
troduction explicite de ces seuils présente 1'avantage considérable d'in-

citer les acteurs du processus de décision & questionner la précision et
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1'exactitude des données sur lesquelles ils raisonnent (contrairement &
un usage qui semble assez fréquent chez de nombreux techniciens) et ainsi
i approfondir leur perception du probléme faisant 1'objet de 1'é&tude.
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CHAPITRE TV

COMPARAISON., SUR UN EXEMPLE PRECIS,
DE DEUX DEMARCHES D'AIDE A LA DECISION ()

(*) Ce chapitre s'inspire de Roy et Bouyssou (1983).
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Dans les deux chapitres précédents, nous nous sommes efforcés de cla-
rifier les fondements de deux groupes de méthodes d'aide & la décision :
celles issues de la théorie de 1'utilité et celles recourant i la notion
de surclassement. Nous avons vu que la distinction entre une approche
constructive et une approche descriptive d'aide d la décision permettait
de mieux mesurer les similitudes et les divergences de ces méthodes. D'un
point de vue pratique cependant, i1 convient d'aller au-deld de cette sim-
ple analyse conceptuelle pour s'intéresser 3 la mise en oeuvre de ces mé-
thodes. Comme nous 1'avons mentionné au chapitre I, les modéles d'aide &
la décision doivent avant tout é&tre considérés comme des "modes opératoi-
res" dont la légitimité et la validation doivent &tre analysées dans leur
mise en oeuvre au sein de processus décisionnels. Pour ce faire, nous pro-

-

céderons, dans ce chapitre, d une comparaison de deux méthodes d'aide i 1a
décision particuliérement représentatives, d notre sens, des deux "écoles"
concurrentes, sur un exemple précis. Aprés quelques remarques sur la mé-
thodologie, les objectifs et les limites de cette analyse comparative,
nous nous efforcerons de montrer, étape par étape, comment chacune des
méthodes permet d'é@laborer progressivement des éléments de réponses & un
probléme de décision avant de tirer quelques conclusions synthétiques de

cette analyse.

A. INTRODUCTION

1. Méthodologie de la comparaison

Pour comparer deux modéles d'aide & la décision, la solution la plus
"naturelle" consisterait & traiter un méme probléme de décision i 1'aide
des deux méthodes et & analyser comment chacune d'entre elles est percue
par les acteurs du processus de décision et influence son déroulement.
Cette mise en oeuvre simultanée de deux méthodes au sein d'un méme pro-
cessus de décision semble pourtant se heurter i des obstacles tant maté-
riels que méthodologiques difficilement surmontables. En premier lieu,
on voit mal ce qui pourrait inciter le demandeur d'une étude & accepter
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cette double analyse pour des raisons tant financiéres que de délai aisé-
ment compréhensibles. En second lieu, comme nous 1'avons déja souligné &
plusieurs reprises, il est clair que 1a mise en ceuvre d'une méthode d'aide
d la décision perturbe le processus de décision bien avant 1'énoncé de la
prescription. Cette mise en oeuvre implique, en particulier,d'aider le dé-
cideur 3 améliorer sa perception du probléme sur la base de conventions
précises. En mélant deux types d'approches différents, le risque est
grand, selon nous, de "troubler" profondément les acteurs du processus

de décision et ainsi d'empécher toute véritable aide & la décision. A
titre d'exemple, on ne peut demander aux mémes personnes d'apprécier les
éléments non déterministes dans 1'@valuation des actions potentielles i

la fois en termes de distribution de probabilité et de seuils de disper-
sion (i1 en va de méme pour 1'importance relative des critéres ou le ca-
ractére plus ou moins compensatoire de 1'agrégation par exemple). C'est
pourquoi, pour comparer ces deux modéles et, plus généralement, les deux
approches correspondantes, naus avons eu recours a un cas précis : il con-
cerne le choix d'un site de la cdte Nord-Ouest du Pacifique en vue d'y im-
planter une centrale nucléaire. Le Washington Public Power Supply System
(WPPSS) a demandé, voild quelques années, aux Woodward-Clyde Consultants,
une étude 3 ce sujet. Les travaux effectués i 1'aide de la théorie de
T'utilité paraissent exemplaires 3 bien des égards.” I1s ont suscité di-
verses publications, notamment Keeney et Hair (1977), Keeney et Robillard
(1977).

A 1'issue d'une premiére phase d'étude, 1'ensemble des sites possibles
a été réduit i 9. Pour les Juger et les comparer, 6 axes de signification
donnant 1ieu & 6 fonctions d'utilité partielles (et, par conséquent, i 6
critdres si 1'on raisonne en espérance mathématique) ont &té retenus en
conformité avec les ohtions prises 4 ce niveau. Nous avons tenté de ré-
aliser, en laboratoire, le travail qui aurait &té fait en utilisant un mo-
déle de 1'Ecole Frangaise (en 1'occurrence ELECTRE III, cf. Roy (1978) et
chapitre III) - que nous appellerons désormais modéle S - au lieu d'étre
le premier - que nous appellerons désormais modéle U -. Nous résumons
ci-aprés en quoi a consisté 1'élaboration du modéle U et mettons en pa-
ralléle, étape aprés étape, ce en quoi aurait consisté le notre si nous
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aions eu d é@laborer le modéle S dans les mémes conditions. Les informa-
tions relatives au cas proprement dit, nécessaires & la compréhension de
nos propos, sont fournies au fur et & mesure de 1'exposé, lequel traite

successivement :

- de la modélisation des préférences partielles sur chacun des 6 axes
de signification, autrement dit de Ta conception des critéres ;

- du modéle d'agrégation définissant les préférences globales ;

- de 1'é&laboration et du contenu de la prescription.

Etant dans 1'impossibilité d'interroger ni experts, ni responsables
du WPPSS, nous avons di, & diverses reprises, supputer une réponse sur
la base des seules informations disponibles. Notre but n'étant pas de
refaire 1'@tude mais de comparer les modéles U et S, les inconvénients
découlant de cette impossibilité se sont avérés peu importants.

2. Le but de la comparaison

En confrontant de la sorte deux mod&les & une méme réalité en vue
d'éclairer une méme décision, nous nous étions fixé trois objectifs :

a) mieux mettre en évidence les différences que 1'un et 1'autre in-
duisent quant & la maniére de questionner la réalité et d'aélaborer ce que
1'on appelle traditionnellement (& tort) des données (ces derniéres &tant,
le plus souvent, des "construits") ;

b) mieux comprendre ce que 1'un et 1'autre ont d'arbitraire, de fra-
gile, de réaliste, de robuste (tous aspects essentiels pour apprécier leur
degré de probance respectif) ;

c) mieux percevoir en quoi 1'un et 1'autre peuvent conduire & des
prescriptions convergentes ou divergentes.

[T serait certes intéressant de chercher a placer la comparaison sur
un autre plan : celui de leur insertion dans le processus de décision,
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c'ast-d-dire celui de leur acceptabilité par les différents acteurs et
de leur impact sur le déroulement effectif du processus. Ceci réclame-
rait un travail d'expérimentation de nature tout & fait différente de
celui rapporté ici.

La dernidre partie de ce chapitre sera consacrée au bilan du travail
relativement aux trois objectifs ci-dessus.

B. CONCEPTION DES CRITERES

1. Généralités

Les auteurs du modadle U ont retenu 6 axes de signification pertinents
pour comparer les sites. Oiscuter de leur bien-fondé sortirait du cadre de
ce travail. .C'est dire que nous chercherons & é&tablir le modéle S en
supposant qu'ils nous sont imposés par nes interlocuteurs du WPPSS. Ils
ont respectivement trait d :

- axe n° 1 : santé et sécurité de la population environnante ;
= axe n° 2 : pertes de saumons dans les rividres servant au refroidis-
sement de la centrale ;

- axen? 3: 1mpact biologique sur la région environnant la centrale
(3 1'exclusion des pertes de saumons) ; '

- axe n° 4 : impact socio-économique de 1'implantation ;

- axe n° §5 : impact esthétique des lignes a haute tension ;

- axe n® 6 : colt d'investissement et d'exploitation de Ta centrale.

(Pour plus de détails, nous renvoyons & Keeney et Nair (1977)).

La description des conséquences de 1'action s (implantation d'une
centrale sur le site s) ayant trait & 1'un quelconque de ces 6 axes de
signification ne s'impose pas de toute évidence. Ici encore, nous avons
imaginé le modéle S & partir de la description faite par Keeney et Nair
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dans la perspective du modéle U. Nous préciserons, axe par axe, la te-
neur de celle-ci au paragraphe suivant. I1 nous faut rappeler auparavant
en quoi consiste une telle description et comment on en déduit, relative-
ment a chaque axe, une représentation des préférences dans le modéle U.
I1 nous faut également indiquer en quoi le modé&le S différe sur ces deux
plans. Nous verrons ainsi que, dans les deux approches, on é&labore, pour
chaque axe de signification, un sous-modéle de préférence qui Tui est
propre. Ce dernier constitue ce que 1'on appelle couramment un critére.
Nous le noterons g; Ppour 1'axe de signification 1.

Dans le modéle U (cf. chapitre II), on pose a priori que les consé-
quences d'une action s peuvent étre décrites par 6 variables aléatoires
Xi(s) (i=1, ..., 6). Chaque variable est regardée comme un attribut lié
d 1'action. La mise & exécution de cette derniére doit s'accompagner d'une
réalisation de Xi(s) selon un tirage aléatoire conforme & sa loi de pro-
babilité. La valeur particuliére xj(s) qui se réalisera doit, a elle
seule, résumer, en vue des comparaisons, toute 1'information & prendre en
compte relativement & 1'axe de signification considéré. 11 s'agit par
conséquent tout d'abord de cerner concrétement cette information de facon
d définir 1'attribut, puis d'en expliciter la loi de probabilité, mais
celle-ci peut, en toute rigueur, dépendre des réalisations des autres at-
tributs. I1 convient donc, en toute généralité, de s'intéresser i la 1oi
1iée des 6 variables aléatoires.

Ceci explique que le systéme de préférence auquel le corps d'axiomes
fait référence porte sur la comparaison de telles lois de probabilité mul-
tidimensionnelles. En pratique, dans le cas qui nous intéresse comme dans
la plupart de ceux ayant trait & des problémes réels d'aide & la décision,
on admet :

- d'une part 1'indépendance en probabilité des variables aléatoires
Xi(x) H

- d'autre part que le systéme de préférence jouit de deux propriétés
simplificatrices dénommées indépendance au sens des préférences et indé-
pendance au sens des utilités (*) (cf. Keeney et Raiffa (1975), Keeney
(1974)).

(*) Cf. Chapitre [.B et Annexe 1.
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Ces hypothéses (*), jointes aux axjomes classiques de la théorie de
1'utilité, rendent en particulier l1égitime Ta démarche suivante.:

= 1'homme d'étude interroge celui qui apparait comme le dépositaire
du systéme de préférence i représenter en vue de construire une fonction
d;ut11ité partielle ui(x) ayant trait 4 1'axe de signification i ;

= 11 explicite 1a Toi de probabilité marginale de 1'attribut Xi(s) H

= i1 calcule 1'espérance mathématique de cette utilité partielle pour
chacune des actions : gi( ) = EEu (X ( 11 3

- dans le systéme de préférence qu'il s'agit de représenter, 1 action
s est, toutes choses égales par ailleurs, d'autant meilleure que 91( s)
est plus grand.

Dans ces conditions, la comparaison selon le seul axe de signification
i de deux actions s et s', abstraction faite de leurs conséquences se-
lon les axes de signification autres que i, a un sens. Elle s'opére comme
celle des nombres gi(s) et gi(s‘){1 C'est dire que 1a fonction g; est
un "vrai-critére" (cf. chapitre III.B8.3)7

Cette possibilitéd de comparer deux actions quelconques, toutes choses
égales par ailleurs, selon chacun des axes de signification considérés,
constitue un préalable pour le modéle S (cf. chapitres[.B et III). Les
axes de signification i doivent précisément étre congus de telle sorte
que Tes comparaisons faites avec ce genre de restrictions constituent un
paint de départ convenable pour asseoir les rapports que 1'homme d'étude
a pour mission d'établir entre les intervenants (éventuellement déc¢ideurs)
qu'il est censé aider et ce qui leur apparait étre la réalité. Le systéme
de préférence de ces intervenants n'étant plus regardé comme pré-existant
dans cette réalité, 1'existence et Ta définition des critéres g; ne peut
plus étre une simple conséquence de propriétés observables du systéme de
préférence. Ces critéres méritent en particulier d'étre dé&finis en fonc-
tion de la nature des informations disponibles ayant trait & chaque axe

(») Seule une démarche purement descriptive permettrait d'opérer un rast
de celles-ci.
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de signification et en tenant le plus grand compte des facteurs d'impréci-
sion, d'incertitude, d'indétermination qui affectent ces informations.
Rien ne s'oppose bien évidemment & ce que tel ou tel critére prenne la
forme d'une espérance mathématique d'utilité (cf. chapitre III.D). Dans
bien des cas, on pourra estimer que le concept de lois de probabilités ne
permet pas de saisir ces facteurs dans toute leur étendue. De plus, le
cadre du vrai-critére peut paraitre trop étroit et insuffisamment nuancé
pour décrire les conclusions de telles comparaisons. Le modéle S con-

duit donc & substituer des pseudo-critéres aux vrais-critéres du modéle U.

Dans le modéle U, les critéres g; sont définis dés 1'instant od
1'on a construit les fonctions d'utilité u, et fait choix d'une des-
cription probabiliste pour chacun des attributs Xi' La démarche qui
aboutit & T'explicitation de gi(s) et des deux seuils de discrimina-
tion associés caractérisant chacun des pseudo-critéres du modéle S est
toute autre (cf. Roy (1979-1983), chapitres 8 et 9). Elle repose sur une
analyse des conséquences concernées par 1'axe i et sur notre capacité a
les décrire, soit par un seul nombre constituant ce que nous appelons une
évaluation ponctuelle (celle-ci pouvant ou non étre affectée d'un seuil
d'impréciéion), soit par plusieurs nombres constituant une évaluation non
ponctuelle, chacun de ces nombres pouvant étre affectd d'un indice d'im-
portance ayant par exemple la signification d'une probabilité. Cette ana-
lyse n'a pu étre entreprise ici que trés imparfaitement au travers de la
description des conséquences établies pour le moddle U. Dans le modéle
S, elle a donc été fondée avant tout sur des considérations de bon sens,
méme si nous avons cherché & nous rapprocher le plus possible de ce que ’
1'étude aurait pu étre, d@ notre avis, dans un contexte réel. Le type de
raisonnement utilisé dans les paragraphes suivants est par conséquent
plus important que les valeurs numériques retenues. C'est le travail
d'@laboration des critéres dans le modéle U et dans le modéle S que
nous allons présenter maintenant.

2. Cas des deuxcritéres (n° 1 et 5) fondés sur des évaluations quan-

titatives ponctuelles

Parmi les 6 attributs servant a décrire les conséquences des actions
dans le modéle U, il en est deux, K et Xg, qui ont été regardés non
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pas comme des grandeurs aléatoires mais comme des grandeurs connues avec
certitude. Autrement dit, relativement & 1'un et 1'autre de ces axes de
signification, un site quelconque s est caractérisé par deux nombres
(xl(s), xs(s)) ; c'est pourquoi nous parlons dans ce cas d'évaluations
quantitatives ponctuelles. L'évaluation sur 1'axe n® 5 étant, a certains
égards, plus simple, c'est celle que-nous examinons en premier.

Le nombre xs(s) représente 1a longueur (exprimée en miles) des lignes
d haute tension (nécessaires pour raccorder la centrale au réseau) qui por-
teront atteinte d& 1'environnement si la centrale est installée. Sur Tes 9
sites considérés, ce nombre varie de 0 & 12 miles (*). Bien que 1a mesure
de cet attribut n'ait pas été regardée comme une grandeur aléatoire, la dé-
finition d'une fonction d'utilité us(xs) s'est avérée nécessaire pour le
prendre en compte dans le moddle des préférences globales. L'encodage de
cette fonction a &té effectuée selon 1a technique classique des loteries
50-50 (cf. chapitre II.B). Les réponses obtenues conduisent & retenir une
expression linéaire pour 1'utilité partielle étudiée :

: e
us(xs) w 1= 35

I1 s'ensuit que le vrai-critéee 95 du modéle U n'est autre que :

X (s)
NEPE.

Tout conduit & penser que, ayant & élaborer le modéle S, un critére
associé a cet axe de signification aurait été défini en posant gs(s) =
x5(s). Toutefois, ce nombre ne parait pas connu avec une précision telle
que T1'on puisse affirmer que, si deux sites s et s' sont respective-
ment caractérisés par :

xg(s) = 10, xg(s') = 9,

(%) L'intégralité des données numériques utilisées dans les modéles U
et S figure 3 1'Annexe 5.
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le site s' puisse, de ce fait, &tre regardé (toutes choses égales d'ail-
leurs) comme significativement meilleur que le site s. L'écart de 1 mile
peut en effet ne pas sembler probant compte-tenu de 1'incertitude des tra-
cés de lignes, de la part d'arbitraire que recéle le choix des portions de
lignes d prendre en considération, ... Ne disposant pas de 1'information
nécessaire pour appréhender la portée de ces facteurs, nous avons admis
que les nombres x5(s) étaient entachés, par excés et par défaut, d'une
erreur au moins égale & 1 mile pour les faibles longueurs, erreur qui pou-
vait croitre proportionnellement avec cette longueur. I1 nous a semblé
raisonnable de choisir un taux de croissance trés faible, 3 % (un taux de
10 % n'aurait pas changé les résultats). Ceci revient & dire que 95 (s)
xs(s) est mal déterminé dans un intervalle de la forme :

[95(5) i n5(95(5)) H 95(5) * ﬂ5(95(5))]

La fonction g caractérise ce que 1'on appelle un seuil de dispersion
(cf. Roy (1983), chapitre 8). Des formules générales (cf. chapitre III.D)
permettent d'en déduire les deux seuils de discrimination achevant de dé-
finir le pseudo-critére g *

seuil d'indifférence : qs(gs(s)) =1 + T%ﬁ 95(5)

seuil de préférence : ps(gs(s)) 2,0618 + 0,0618 95(5):

Le nombre certain xl(s) correspond & un indice officiel, le "site
population factor". Cet indice prend en compte 1'ensemble de la popula-
tion dont l1a santé et la sécurité risquent d'étre affectées par 1'impian-
tation d'une centrale sur le site et ceci en fonction de 1'&loignement de
ces populations & cette centrale. La valeur de cet indice varie ici entre
0,011 et 0,057. Toujours par référence & la technique des loteries 50-50,
c'est encore une forme linéaire qui a &té retenue pour la fonction d'uti-

Tité relative d cet axe de signification. Les valeurs extrémes envisagea-
bles pour Xy €tant 0 et 0,2, i1 vient :

ul(xl) =1-5 X1
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d'ol le vrai-critére du modéle U :
gl(s) =1 - 5.x1(s).

Dans le moddle S, il aurait, ici encore, &té naturel de poser gl(s)
= xl(s). Plus encore que xs(s), xl(s) parait entaché d'erreur et d'ar-
bitraire. Ce nombre résulte en effet d'une opération de "ponctualisation”
ayant pour objet de résumer en un seul nombre une distribution caractéri-
sant un nombre de personnes situdes & des distances de plus en plus grandes
de l1a centrale. Or, cette distribution est appelée & évoluer. La forme de
1'opérateur de ponctualisation n'est pas la seule concevable. La maniére
méme de 1'appliquer préte d variation. IT1 nous a, dans ces conditions,
semblé 1égitime d'adopter un seuil!de dispersion servant @ dé&limiter la
zone de mauvaise détermination autour de X1 égal A& f%% X1 Les seuils
d'indifférence et de préférence caractérisant le pseudo-critére gl(s)
valent, dans ces conditions :

ay(94(5)) = 0,1 g,(s) 5 py(ay(s)) = & gy(s).

3. Cas des deux critdres (n° 3 et 4) fondds sur des évaluations qua-
litatives non ponctuelles

Pour définir les attributs X3 et X4, Keeney et Nair ont introduit
deux échelles qualitatives possédant respectivement 8 et 7 intervalles
entre échelons consécutifs. La nature de 1'impact biologique ou socio-
économique que chacun des intervalles de ces deux échelles est destiné a
recouvrir a été cerné 3 1'aide de descriptions relativement concrétes et
précises des situations futures qui étaient, par définition, concernées.
Pour chacun de ces deux axes et pour chaque site s, 10 experts environ
ont été invitds 4 se prononcer, sur la base de tels descriptifs, sur la
situation future qu'ils jugeaient la plus vraisemblable dans 1'hypothése
od la centrale serait installée sur le site. La proportion des voix ainsi
recueillies par chaque.intervalle a servi d définir les lois de probabili-

tés (subjectives) de X3(s) et x4(s).
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Deux fonctions d'utilité u3(x3) et u4(x4) ont ensuite été estimées
(selon une technique particuliére du fait du caractére qualitatif de ces
échelles, cf. Keeney et Nair (1977)), g3(x3) et 94(x4) correspondant,
respectivement, d lespérance d'utilité de X3(s) et X4(s).

IT est ici encore vraisemblable d'admettre que, devant mettre au point
le modéle S, nous aurions procédé de fagon analogue pour évaluer 1'impact
biologique et 1'impact socio-économique des sites & étudier. L'évaluation
obtenue (distribution d'avis d'experts faisant en général intervenir plus
d'un intervalle de 1'échelle cbncernée) est dite non pohhtuelle. Pour dé-
Finir 93(5) comme g4(s), i1 faut faire choix d'un seul des intervalles
envisagés par les experts. Nous avons retenu le plus central, c'est-d-dire
celui qui partage le plus également la population des experts entre ceux
qui sont au moins aussi optimistes et ceux qui sont au moins aussi pessi-
mistes que cette valeur (cf. annexe 5). Compte-tenu de la nature des
échelles en cause, i1 est normal d'adopter des seuils de discrimination
constants. Aprés examen des distributions d'avis d'experts, nous avons

retenu :
Q3 =‘1’ D3 = 2,
qq = 0, Pg =1

4. Cas d'un premier critére (n° 2) fondé sur des évaluations quanti-

tatives non ponctueT?és

L'attribut X2 est plus complexe que les précédents. La quantité to-
tale Q des saumons dont on redoute la disparition suite & 1'installation
d'une centrale a été jugée insuffisante, dans certains cas, pour appréhen-
der la conséquence "perte de saumons". Compte-tenu de la précarité de
certains équilibre écologiques, la destruction de 10 000 saumons dans une
riviére qui en compte 20 000 ne pouvait &tre regardée comme équivalente a
celle de 10 000 saumons dans une riviére qui en compte 300 000. La con-
séquence étudiée devait donc étre analysée selon deux dimensions :

- le nombre total Y de saumons vivant dans la riviére ;
- le pourcentage Z de saumons détruits.
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Une étude trés approfondie (cf. Keeney et Robillard (1977) a conduit
les auteurs d distinguer le cas des trés grandes riviéres (Y > 300 000)
et celui des petites riviéres (Y'< 100 000), aucune riviére moyenne n'in-
tervenant dans 1'&tude. Pour les tras grandes riviéres, 1'attribut étu-
dié X2 pouvait &tre pris en compte en ne faisant intervenir que 1a quan-
tité Q = Y.Z et ce au travers d'une fonction d'utilité définie par :

up(Xp) = 0,568 + 0,432 ug(Q)
avec
Ug(Q) = 0,7843 (0-00274(300-Q) _ 1y (q “zgtant exprimé en milliers).

Pour les petites riviéres, en revanche, il est apparu indispensable de
faire intervenir séparément Y et Z au travers de deux fonctions d'uti-
1ité partielles uY(Y) et uz(Z) (cf. annexe 5), 1'utilité de Xs s'en
déduisant par :

UZ(XZ) = uy(Y) + uz(Z) - LY(Y).uz(Z).

Pour calculer 1'espérance mathématique gz(s). les auteurs ont admis
que :

= pour chaque site s, Y prenait une valeur y(s) connue avec cer-
titude ;

- Z était une variable aléatoire gaussienne d'écart-type égal 3 la
moitié de 1'espérance mathématique. '

Si nous avions eu 3 établir le modéle S, il est probable que nous ne
nous serions pas livréds & une étude aussi complexe pour définir le cri-

tére 9o- On est d'autant plus fondé & s'interroger sur Ta portée d'un
tel travail que :

- d'une part les lois de probabilités des aléas Y et Z n'ont pas
&té définies avec un soin comparable & celui mis pour asseoir la fonction
d'utilité ;

- d'autre part les valeurs de 1'espérance gz(s) (qui ordonnent les @
sites exactement comme les nombres E(Q(s))) paraissent assez mal reflé-
ter les principes qualitatifs posés au départ de T'analyse d'utilita.
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Nous aurions, pour notre part, cherché & mieux comprendre pourquoi,
étant donné deux riviéres comptant exactement y et y' saumons, il
pouvait &tre plus préjudiciable d'en détruire un nombre q dans la pre-
miére, supposée ici la moins poissonneuse, plutdt qu'un nombre 1égérement
plus élevé q' dans la seconde. Prenant ensuite appui sur des considé-
rations d'ordre qualitatif, nous aurions cherché i relier q' a q, y,
y' de telle sorte que les préjudices causés dans les deux riviéres soient
du méme ordre. On aurait par exemple pu examiner si une formule simple
du type q' = q.(%})a était susceptible de rendre compte (moyennant une
valeur convenablement choisie de o entre 0 et 1) d'avis d'experts oor-
tant sur de tels cas de préjudices équivalents. Ne disposant que de la
seule analyse d'utilité, i1 nous a paru possible de définir le critére
g, sur la vase de la formule ci-dessus tout en adoptant deux versions
différentes de ce critére correspondant respectivement i :

1. _q

o= gh(s) =2 =2/§
2" e 5

a=0:9g5(s) =q-=2zy

(les valeurs des critéres g, sont calculées, dans le modéle S, en po-
sant z = z(s)).

Le raisonnement qui précéde a été conduit en faisant abstraction des
difficultés qu'il y a, pour chaque riviére, & cerner la valeur y et &
prévoir Te taux z. La valeur élevée adoptée pour 1'Gcart-type de Z et
Ta nécessité de regarder y comme non connue avec une précision absolue

nous ont amené d adopter un seuil de dispersion &levé que nous avons fi-
xé égal & 0,5 gé(s) et 0,5 gE(s). On en déduit :

3 = 0,5 95(s)s Py = 2 g5(s), a5 = 0,5 g5(s), p5 = 2 gy(s).

5. Cas d'un second critére (n° 6) fondé sur des évaluations quanti-

tatives non ponctuelles

Les auteurs du modéle U ont considéré que les codts occasionnés par
la construction et 1'exploitation d'une centrale sur un site quelconque
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s pouvaient &tre analysés par référence 4 ceux relatifs au site le plus
économique Sp- L'attribut Xs(s) refléte par conséquent un codt dif-
férentiel. I1 a été admis que la mauvaise connaissance qui entachait ce
codt pouvait étre prise en compte en traitant Xs(s) comme une variable
aléatoire gaussienne d'écart-type égal au quart de son espérance mathéma-
tique (*). Cette dernicre a &té estimée par des valeurs X5(s) variant
de 0 & 17,7 (1'unité étant Te million de Dollars par an, cf. annexe 5).
Faisons observer que Xs(xz) = 0 avec certitude.

Le critére gs(s) du modéle U traduit 1'espérance mathématique de
T'utilité attachée i ce codt différentiel aldatoire. C'est toujours en
ayant recours d la technique des loteries que 1a fonction d'utilité
ug(xg) a &té definie (ex]) |

0,009 x

ug(xg) = 1+2,3 (1 - e 5.

[ci encore, i1 est probable que nous aurions procédé autrement pour
&tablir le modale S. Dans la mesure od ce ne sont pas les mémes acteurs
qui supportent les codts d'investissement et les colts d'exploitation,
nous aurions peut-étre introduit un critére pour chacun d'eux. N'ayant
pas la possibilité d'analyser ces.colts dans le détail, nous nous conten-

terons, dans le présent travail, de poser :

. . Faute de bases plus objectives, -nous croyons pouvoir raisonner.comme
suit pour asseoir les seuils de dispersion. En premier lieu, les valeurs
de is(s) qui ont été avancées supposent que les travaux et les &léments
de fonctionnement qui n'entrent pas dans le coit différentiel conduiront
bien aux mémes dépenses sur le site P et sur un site quelconque s.

IT y a dvidemment 13 une source d'erreurs qui suffit & faire douter du

(*)

Lgs couts sont supposés correspondre d un type standard de construc-
tion que 1'on n'envisage pas de remettre en cause pour augmenter la
sécurité (critére 1) par exemple).

Sur la définition de cette fonction, voir notre remarque au chapitre
[I.B.4.b (p. 115).

()
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fait qu'un site s' est plus &conomique qu'un site s Torsque is(s) -
is(s') est faible eu égard au montant de ces dépenses supposé identique
sur les deux sites. Nous avons admis que, du fait de cette seule hypo-

thése, le cot différentiel réel devait étre regardé comme mal déterminé

sur un intervalle caractérisé d partir de Es(s) de fagon dissymétrique
comme suit : [26(5) 241 4 26(5) + 21.

En second Tieu, le calcul de 26(5) découle de 1'évaluation de mul-
tiples facteurs qui, tous, concernent des suppléments de dépenses propres
au site s. Or, tant que la construction n'est pas décidae, 1'étude faite
relativement a chaque site reste sommaire. C'est dire que ces coits ne
sont pas forcément bien tous recensés, qu'ils sont vraisemblablement chif-
frés de fagon assez imprécise et peut-étre optimiste. La marge d'erreur
qui en découle apparait dissymétrique et d'autant plus &levée que 26(3)
est plus grand. Les facteurs intervenant i ce niveau nous semblent &tre
sans lien avec ceux pris en compte précédemment. Nous admettrons donc
qu'il y a additivité des effets et regarderons le colt différentiel comme
finalement mal déterminé dans 1'intervalle :

[:7(6(5) -1-0,1 >‘<6(s)', is(s) +2+0,5 is(s)].
I1 vient alors :

AgL9%(s)1 = 1,1 + 0,11 gg(s), Pel96(s)1 = 3,33 + 0,67 gg(s).

C. AGREGATION DES CRITERES ET PREFERENCE GLOBALE

1. Généralités

Ayant ainsi défini les vrais-critéres du modéle U et les pseudo-cri-
téres du modéle S, i1 nous faut maintenant présenter la partie du modéle
qui porte sur leur agrégation. Dans le présent paragraphe, nous en décri-
vons briévement la teneur de fagon d présenter les différents paramétres
intervenant dans chaque modéle. Les deux paragraphes suivants seront con-

sacrés a 1'évaluation de ces paramétres.
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Partant du principe que le systéme de préférences du WPPSS pré-existe,
qu'il est conforme aux axiomes de la théorie de 1'utilité, que les hypo-
thases d'indépendance mentionnées au B.l sont acceptables et qu'enfin les
réponses aux questions posées pour construire les fonctions d'utilité par-
tielles ont &té dictées par ce systéme de préférences, on peut affirmer
(¢f. chapitre II, théordme 2.10) que ce systéme de préférences est repré-
sentable par un vrai-critére g(s) relié aux critéres gi(s) par 1'une
des deux expressions suivantes :

- i=6 i=6
g(s) = & ki.gi(s) avec I k; =1 (4.1)
i=l i=1
1 1=6
g(s) = Eﬁ’nl (1 + k.kj.g95(s)) = 11 avec (4.2)
i=
_ i=6
k=0, kz.=1, k=T (1+Kkk;) -1 (4.3)

C'est cette derniére expression dé 'g(s) qui a été retenue par Keeney
et Nair (on en verra les raisons au C.2). Pour achever de caractériser le
modéle U, i1 suffit par conséquent d'estimer les coefficients ki (dont
la valeur est d'autant plus grande que 1'importance relative attachée au
critdre est plus forte une fois les fonctions d'utilités définies) et d'en
déduire l1a valeur de k en résolvant 1'équation (4.3) de degré 6 qui -ad-
met normalement une seule racine réelle différente de 0 et supérieure d
- 1 (cf. Keeney et Raiffa (1976)). |

Dans le modéle S, il n'est plus question d'expliciter, & partir des
pseudo-critéres gi(s), ni un vrai-critére, ni méme un pseudo-critére.

[1 s'agit, plus modestement, de confronter chaque site s A& chaque site
sf sur 1a base des valeurs qu'ils conférent aux 6 fonctions g; et ce

en tenant compte des seuils q; et p; afin de prendre position sur
1'acceptation, le rejet et, plus généralement, la position sur une
échelle de crédibilité de 1a proposition :

"le site s est au moins aussi bon que le site s'".
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La construction de ce degré de crédibilité repose, comme on 1'a indi-
qué au III.3, sur des régles nracmatiques de pur ton sens aui prennent es-
sentiellement appui sur deux notions dites de concordance et de discor-
dance. Celles-ci permettent

- de caractériser un groupe de critéres jugés en concordance avec la
proposition é&tudiée et d'apprécier 1'importance relative de ce groupe de
critéres au sein de 1'ensemble des 6 critéres ;

- de caractériser, parmi les critéres non en concordance avec la pro-
position é&tudiée, ceux dont 1'opposition est suffisamment forte pour ré-
duire l1a crédibilité qui résulterait de 1a prise en considération de la
seule concordance et de calculer 1'éventuelle réduction qui en découle.

Pour pouvoir effectuer de tels calculs, i1 faut parvenir i expliciter
numériquement

- 1'importance relative k. que le décideur souhaite conférer au

critére 1 dans le cadre des c;1cu1s de concordance ; bornons-nous ici
d indiquer que ces nombres n'interviennent presque exclusivement que par
T'ordre qu'ils induisent (du fait de leur addition) sur les groupes de
critéres intervenant dans ces calculs de concordance) ;

= 1'ampleur minimum de 1a discordance qui confére au critére i,
Torsqu'il est seul face aux 5 autres critéres Supposés en concordance avec
la proposition étudiée, le pouvoir de retirer toute crédibilité i cette
proposition : cette ampleur minimum est appelée seuil de veto du critére
i ; elle n'est pas nécessairement constante ; c'est pourquoi nous la no-

terons vi[gi(s)].

Insistons sur le fait que, contrairement & ce qui se passe dans le
modéle U, les indices d'importance du modéle S (et i1 en va de méme
des seuils de veto) ne sont pas des valeurs susceptibles de découler de
1'observation d'une grandeur pré-existante mais des valeurs destinées &
traduire des positions volontaristes du décideur, lesquelles sont essen-
tiellement d'ordre qualitatif. 11 s'ensuit que les techniques & mettre
en oeuvre pour asseoir les valeurs des paramétres dont i1 vient d'étre
question dans 1'un et 1'autre des deux modéles relédvent (plus encore que
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pour la conception des critéres) de deux attitudes différentes face i la
réalité. Dans chacun de ces modéles, la part d'arbitraire qui affecte
les valeurs retenues est non négligeable. C'est dire que la prescription
doit tenir compte de 1a plus ou moins grande robustesse du résultat des
calculs & cette part d'arbitraire mais le rapport de cette derniére avec
la réalité étant profondément différente, Ta conception méme de la pres-
cription peut s'en trouver affectée selon qu'on raisonne dans le modéle
U ou dans le modéle S.

2. Modulation de 1'importance des critéres

Au sein du modéle U, 1'estimation des coefficients ki intervenant
dans la décomposition de la fonction d'utilité globale s'opére au travers
de comparaisons de loteries de méme que pour 1'encodage des fonctions
d'utilité partielles ui(xi). Cette technique a été &tudiée au chapitre
II.B: 14 .

A la différence des comparaisbns de Moteries nécessaires pour estimer
les fonctions d'utilité partielles, celles devant é&tre effectuées 4 ce ni-
veau sont multidimensionnelles. Mame si 1'on a recours, pour 1'estimation
de la probabilité Pi & des techniques d'interview sophistiquées, on ne
peut que constater la grande complexité inhérente & cette comparaison de
sites imaginaires et méme mettre en doute la capacité du décideur 3 ré-
pondre, de fagon fiable, & de telles questions. Pour tenter de contour-

ner cet obstacle, les auteurs du modéle U ont eu recours i une technique
d'estimation plus indirecte comprenant :

- un classement des coefficients k1 H
- une estimation de valeurs de substitution inter-critéres ;
- une estimation des coefficients ki'

Cette procédure, décrite en détail dans Roy et Bouyssou (1983), an-
nexe 6 et Keeney et Nair (1977) reste fondée sur des comparaisons de lo-
teries multidimensionnelles. [1 est donc important de ne nas accorder

une précisior illusoire aux valeurs des ki ainsi estimés.
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Les auteurs du modéle U ont finalement retenu :

Ky
Kg

0,358 ; ko = 0,218 ; ky = 0,013 ; kg = 0,104 5 kg = 0,059 ;
0,400,

1]

(o)

On constate que % ki = 1,152 = 1, ce qui justifie le choix de 1la
i=1
forme multiplicative (cf. Keeney (1974)).

La résolution de 1'équation (3) donne alors k = - 0,3316 (*).

Dans le modéle S, les indices d'importance ne jouent qu'au travers
du classement qu'ils induisent sur les différents critéres ou groupes de
critéres. Si nous avions eu & effectuer 1'étude, i1 est probable que
c'est ce classement que nous aurions tenté d'&laborer de fagon interac-
tive avec les décideurs du WPPSS. Nous aurions ensuite cherché un en-
semble de jeux d'indice d'importance compatible avec ces considérations
purement ordinales (cf. par exemple la technique proposée par Roy, Pré-

sent et Silhol (1983)).

N'ayant pas la possibilité d'interroger les décideurs, i1 nous a fallu
essayer de "traduire" 1'information véhiculée par la fonction d'utilité au
niveau de 1'importance relative des critéres en termes d'indices d'impor-
tance afin de tenter de reproduire un systéme de valeurs comparable et
ainsi garder un sens d la comparaison des résultats des deux méthodes.

La technique retenue est décrite dans Roy et Bouyssou (1983), annexe 7.
Indiquons seulement que les ki n‘ont pas, dans le modéle U, d'inter-
prétation immédiate en termes d'importance relative des critéres (cf.
Keeney et Raiffa (1976)-et Zeleny (1981)). L'Gtendue de 1'échelle et la
forme de la fonction d'utilité partielle influent sur la valeur de ki'
Cette importance nous a semblé mieux reflétée par la plage de variation
des différents rapports :

(*) Les résultats que nous présentons sont ceux que nous avons obtenus i
partir des données publiées dans les articles citds. I1s diffarent
quelque peu de ceux donnés par Keeney et Nair (1977).
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g g
R--= 31, ---,6 (4'4)

99
99y
ij ~ 38q 3 1
agj

ol g est donné par la formule (4.2) et les ¥ sont définis au B.

On peut interpréter }a valeur de Rij en termes qualitatifs comme Te
gain nécessaire sur le critére j pour compenser une perte sur le critére
i. L'étude simultanée des plages de variation des rapports Rij nous a
conduits d retenir huit jeux d'indices d'importance (cf. annexe 5) reflé-
tant, dans leur ensembie, le méme systéme de valeurs que celui véhiculé
par le modéle U. IT1 nous a en effet semblé& peu réaliste de vouloir gar=-
der un jeu d'indices unique tant 1'imprécision affectant les ki dans le

modéle U et T1'arbitraire inhérent d cette traduction sont importants.

3. Les seuils de veto

Traduisant une position qualitative 2t volontariste, i1 serait illus-
soire de chercher 3 estimer les seuils de veto vj(gj(s)) de maniére so-
phistiquée au travers d'études ou d'interviews. Si nous avions eu d faire
1'&tude, nous n'aurions pas procédé de maniére tellement différence de ce
que nous a permis de faire ici notre méthode de travail. Une fois le dé-
cideur d'accord avec les principes qualitatifs sous-tendant le caractére
partiellement compensatoire du modéle S, on affecte une valeur numérique
aux différents seuils de fagon empirique en tenant compte de. 1'importance
relative des critéres, de la répartition des évaluaticns des sites sur les
critéres et de 1'amplitude des divers seuils de préférence. Devant 1'iné-
vitable part d'arbitraire entourant le choix de ces valeurs numériques, on
procéde généralement 4 une analyse de robustesse assez poussée sur ces
coefficients. '

Le modéle U é&tant compensatoire, il n'a pas été possible de déduire
des informations disponibles des considérations qualitatives permettant
de guider le choix des seuils de veto. C'est donc principalement notre
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propre perception du probléme qui est reflétée dans ce choix, 1'analyse
de robustesse venant tempérer cette position. I1 est apparu dans tous
les cas raisonnable de prendre les seuils vj(gj(s)) comme des multiples

des seuils de préférence pj(gj(s)) (sans qu'il y ait toutefois de 1iai-

son rigide entre ces deux grandeurs). La valeur du coefficient o; telle

que vj(gj(s)) = oy pj(gj(s)) nous a semblé devoir &tre d'autant plus
grande que le critére é&tait peu important. En particulier, pour les cri-
téres 3 (impact biologique), 5 (esthétique) et 4 (socio-économique), les

=

seuils de veto ont &té choisis de maniére & ne pas jouer. En premiére
analyse, nous avons retenu les valeurs suivantes :

v1(91(s)) = . 6 py(94(s)) Val9g(s)) = & pa(gy(s))
Vo(95(5)) = 2,5 py(9,(s)) v s)) =20 pg(gg(s))
V3(93(s)) = 4 ps(95(s)) Vg(9g(s)) = 1,7 pe(gg(s))

D. ELABORATION ET CONTENU DE LA PRESCRIPTION

1. Généralités

On a, dans le modéle U :

6
9(s) =L (1+kk; g;(s)) - 11 .
i=1

Les valeurs de k et des ki sont données au C.2 et Ta forme des gi(s)
au B. On peut donc obtenir simplement le nombre g(s), conformément aux
principes du vrai-critére, préordonner totalement les sites sur cette
base :

s' préféré d s <=> g(s') > g(s)
s' indifférent 4 s <= g(s') = g(s)

et en déduire Ta prescription.
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Dans le modéle S, i1 en va différemment. Comme mentionné plus haut,
celui=-ci vise & construire une relation de surclassement floue entre les
actions, c'est-d-dire & apprécier, sur une échelle de crédibilité, la pro-
position "s' est au moins aussi bon que s". L'exploitation de cette re-
lation s'opére au travers d'un procédé de "distillation" (cf. Roy (1978)).
On met ainsi en &vidence deux préordres totaux qui se comportent de fagon
opposée vis-d-vis des actions se comparant mal & un groupe d'autres ac-
tions : 1'un -a tendance & les classer avant ce groupe et 1'autre apras.

L'intersection de ces deux préordres donne naissance i un préordre par-
tiel mettant en évidence les actions dont 1a position dans le classement
est mal déterminée. Puisque dans Te mod&le S on reconnait explicitement
Te caractdre imprécis, voire arbitraire, de certaines des données utili-
sées, on se doit d'accepter cette incomparabilité. Ceci rend 1a qualité
et 1a probance de 1a prescription fortement dépendantes d'une analyse de
robustesse poussée.

2. Les résultats ' -

On peut fésumer les résultats du modéle U de la maniére suivante (*) i

Tibleau 4.1

Rang Site g(s)

0,926
0,920
0,885
0,883
0,872
Sg 0,871
0,862
0,813
0,804

v N W wn wv
@ H~ o~ NN W

W 00 N O O & W N
v W
~J

(*) cr. note de bas de page page 197.
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Le classement obtenu est donc un ordre total.

Les auteurs du modéle U ont procédé a& une analyse de sensibilité sur
ce classement. Cependant, le fait de disposer d'une base axiomatique et
d'avoir obtenu les différentes données (formes des fonctions d'utilité,
valeurs des ki) en questionnant des personnes censées représenter le da-
cideur () les a conduits & n'opérer une analyse que par rapport 3 des mo-
difications "3 la marge" (#%) des données révélant une stabilité quasi-to-

tale du classement face & ces modifications (cf. Keeney et Nair (1977)).

Au sein du modéle S, 1'analyse de robustesse est cruciale. Nous pré-
sentons dans Roy et Bouyssou (1983), annexes 9 et 10 le plan d'expérience
suivi comportant plus de 100 jeux de paramétres différents et 1'ensemble
des résultats obtenus. Sachant 1'arbitraire des données retenus, nous
avons considéré que tout sous-ensemble de 1'espace des paramétres était
en fait plausible, sous-ensemble que nous avons balayé de fagon systéma-
tique pour étayer la probance.de nos conclusions.

Nous nous contentons ici de mentionner que, parmi toutes les sources
de variation possibles, la forme du critdre 2 retenue (gé ou 95) a
Ta plus grande influence. On montre dans Roy et Bouyssou (1983), annexe
10 que, mis & part la forme du critére 2, la stabilité des résultats est
bonne, face & des variations que 1'on ne peut tenir pour marginales. L'a-
nalyse de robustesse a principalement porté sur les indices d'importance
(8 jeux), les seuils de discrimination (critéres 2 et 6), les seuils de
veto (critéres 2, 3 et 6) (cf. Roy et Bouyssou (1983) annexe 9 et annexe 5)).

On peut, de fagon trés qualitative, résumer cet ensemble de résultats
par deux graphes, 1'un correspoqdant d la forme 97> 1'autre & gé du
critére 2, 1'influence des autres paramétres &tant plus faible. On a
les "graphes-types" de surclassement indiqués a4 la figure 4.2,

() En fait, le plus souvent, 1'équipe d'étude elle-méme.

(%%) .. Y, ¢ L P %
par opposition d une variation conjointe de tous les paramétres du
modéle. Ici, chaque paramétre varie séparément dans une plage de
variation qui n'est pas forcément de faible ampleur. Sur ce point,
on pourra se reporter a la fiqure 2.10.
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Les arcs de transitivitad sont omis et 1'absence d'arcs (autres que ceux
de trans1t1v1te) traduit 1'incomparabilité. Le graphe donné pour le mo-
""déle U “est une présentation graph1que des données du tableau 4,7,

3. Contenu de la prescription

Rappelons que 1'objeé¢tif du WPPSS, en demandant cette étude, était de
retenir, parmi les 9 sites, ceux qui auraient la plus grande chance d'étre
acceptés par 1'autorité administrative pour la construction d'une centrale.
Le WPPSS était intéressé par deux types d'informations :

- les sites que 1'on pouvait, & 1'issue de cette phase d'étude, é1i-
miner de toute considération ultérieure, faisant apparaitre de bonnes rai-
sons pour étre rejetas ;

- parmi les sites restants qui feront tous 1'objet d'é&tudes plus ap-
profondies, ceux dont on pense qu'ils sont nettement supérieurs aux autres.
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L'&tude du classement fourni par le modéle U montre que S5 et 36
peuvent, sans grands risques, étre &liminés de la suite du processus d'é&-
tude. Celui-ci place en téte les sites 53 et 52’ S1 et S4 se si-
tuant juste derriére (cf. tableau 4.1 et figure 4.2).

L'analyse des résultats du modéle S (cf. figure 4.2) et Roy et
Bouyssou (1983), annexe 10) révéle une remarqueble stabilité de la queue
de classement, les sites 55, 56 et 51 apparaissant toujours moins bons
que les autres. Le site 53 se situe en téte dans le modéle S quelle
que soit la forme du critére 2 retenue. 32, 58 et 54 viennent juste
derriére tandis que S7 et Sg se situent en milieu de classement dans
une zone d'instabilité.

Nous aurions, comme les auteurs du modéle U, recommandé le site 33
si}le WPPSS n'avait voulu retenir qu'un seul site. On constate cependant
une divergence importante sur la position du site 51 et, dans une moin-
dre mesure, du site 38 entre les deux modéles (nous reviendrons sur ce
point en conclusion).

Le cas n'étant pas ici &tudié pour lui-méme, c'est aux trois interro-
gations mentionnées au ﬁ.z que nous tenterons, en conclusion, d'apporter
des éléments de réponse & la lumiére de la confrontation de deux méthodes

-

appliquées a un méme probléme.

E. CONCLUSIONS

1. L'élaboration et le traitement des données

Dans le modéle U, les procédures utilisées pour estimer les diffé-
rents paramétres entrant dans la définition de la fonction d'utilite glo-
bale (fonctions d'utilité partielles ui(s), coefficients ki) découlent
logiquement du systéme d'axiomes sous-tendant 1'analyse. Cette base axio-
matique implique que, par le biais de comparaisons de loteries, cette es-
timation est toujours possible.
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Inattaquable sur le plan formel, cette position implique, dans la pra-
tique, une collaboration astreignante du dacideur (ou de son représentant,
cf. D.2) tant le nombre de questions que leur complexité &tant importants.
La lagitimité de ces techniques est, bien sir, inséparable de 1'hypothése
selon laquelle un ensemble d'attitudes de base cohérent, stable et conforme
aux axiomes pré-existe dans 1'esprit du décideur. I1 faut en outre admettre
que les réponses fournies par ce décideur ou par ceux qui le représentent
sont effectivement dictées par un tel systdme d'attitude et que celui-ci ne
risque pas d'étre profondément altéré dans ce dialogue avec 1'homme d'étude.
L'urgence du probléme de décision & résoudre et 1'expérience de 1'homme
d'&tude créent alors les conditions propices 4 la "mise & jour" de ces at-
titudes que 1'on représente par une fonction d'utilité. Lorsque certains
Jugements exhumés entrent en contradiction avec les axiomes fondant la co-
hérence, on estime que le caractére normatif de ceux-ci (complétude, tran-
sitivité, indépendance) est suffisamment é&vident pour que le décideur s'y
conforme en modifiant ses croyances antérieures (cf. Morgenstern (1979) et
chapitre I[I). Dans une te11e‘op£1due; contrairement 4 Ta plupart des
sciences sociales, les axiomes du moddle.formel deviennent également des
axiomes et, au besoin, des normes de comportement. Cette attitude est sous-
jacente dans. 1a plupart des &tudes fondées sur le modéle U. Elle permet
d'expliquer pourquoi les hommes d'é&tude ont alors une grande confiance dans
les données qu'ils recueillent et ne les remettent pratiquement pas en
cause lors de 1'analyse de sensibilité (cf. II.B).

I1 en va de méme pour ce qui concerne 1'évaluation des conséquences des
actions. Les distributions de probabilités fournies par des experts sont
ainsi rarement remises en question, méme lorsqu'elles paraissent entachées
d'un arbitraire important (cf. critéres 2 et 6 du cas). Ici aussi, on pro-
c@de d des analyses de sensibilité "3 la marge" révélant aénéralement une
bonne stabilité du classement obtenu.

En 1'absence de base axiomatique, certains paramétres utilisés par le
modéle S ont une interprétation souvent délicate (seuils de veto, indi-
ces d'importance). Seules des considérations de bon sens permettent au
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décideur et & 1'homme d'étude de leur donner une valeur numérique. Ceci
explique que les résultats du modéle S n'acquiérent de sens que relati-
vement & une analyse de robustesse importante, balayant 1'ensemble des
valeurs numériques des paramétres compatibles avec les repéres qualita-
tifs de départ. Ce procédé n'est pas un palliatif & 1'absence de base
axiomatique et de techniques sophistiquées d'encodage des paramétres mais
constitue au contraire une des originalités profondes de 1'approche, vi-
sant d& construire une relation de préférence et non & représenter une re-
lation existante de la maniére la plus exacte possible.

Les différences constatées entre les deux approches au niveau de 1'ob-
tention des données ne sont donc, en fait, que la conséquence de la césure
beaucoup plus profonde entre un modéle fondant sa 1&gitimité sur une atti-
tude "descriptive" visant i représenter une relation préexistante et un
modéle trouvant sa 1égitimité dans une attitude "constructive" cherchant,
en collaboration avec le décideur, & bitir une relation de préférence ac-
ceptable. Des procédures sophistiquées d'encodage n'ont de sens que par
rapport i une réalité qu'il convient de cerner le plus finement possible.

Pour pouvoir appliquer l1a théorie de 1'utilité, i1 faut admettre, en
outre, qu'il est possible de rendre compte de tous les &léments imprécis,
incertains ou arbitraires entourant 1'évaluation des actions sur les di-
verses conséquences retenues par une distribution de probabilité. Une
telle hypothése est nécessaire pour que 1'espérance mathématique de
cette distribution sur une &chelle d'utilité puisse &tre regardée comme
un vrai-critére.

Dans les cas ol i1 s'agit avant tout d'aider & décider face & un ris-
que, une distribution de‘probabi11té permet de modéliser, de facon satis-
faisante, 1'évaluation d'une action. Lorsqu'on s'intéresse aux pertes de
saumons dans une riviére (critéré 2), on peut vouloir avant tout cerner
le risque de disparition totale de cette espére dans le cours d'eau. Si
1'on dispose d'une distribution de probabilité suffisamment bien &tablie
pour décrire le phénoméne, une espérance mathématique d'utilité peut cons-
tituer un critére adéquat. '
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Au contraire, méme s'il est a priori possible de rendre compte de fa-
gon probabiliste du codt d'une centrale nucléaire (dont Tla définition
n'est pas exempte d'ambiguité, cf. B.5) en.procédah't d une modélisa-
tion trés fine de chacun des &léments (taux d'inflation, codt des maté-
riaux de construction et de la matiére fissile, etc.) pouvant influer sur
le colt du projet, i1 est raisonnable de penser que cette information est
de peu d'intérét pour aider le décideur. Ce qui importe, ce n'est pas de
connaitre avec une précision, souvent illusoire, une distribution de pro-
babilité sur 1a conséquence codt mais de pouvoir dire si on peut estimer
raisonnablement qu'une action est significativement plus ou moins chére
qu'une autre. Dans cette situation, un raisonnement en termes de seuils
de dispersion semble s'imposer, comme dans tous lés cas o0 il s'agit plus
d'une imprécision et d'un flou conceptuel que d'un véritable phénoméne
aléatoire. Le moddle S ne fait pas, a priori, d'hypothdses restric-
tives sur la nature de 1'imprécision et de 1'incertitude affectant 1'éva-
luation des actions et cherche a:traduire ces phénoménes au travers d'un
pseudo-critére. Ces seuils de discrimination doivent cependant'refléter
également 1'arbitraire et le caractédre §5uvent gfossier des techniques
d'agrégation retenues (cf. III;E)§

2. Robustesse et fragilité des approches

La distinction entre une attitude constructive et une attitude des-
criptive permet de mieux cerner les différencas et les avanthges respec-
tifs des modéles U et S. De fagon certaine, si le décideur est clai-
rement identifié et possé&de une structure de préférence suffisamment pré-
cise et stable, on peut ddopter une attitude purement descriptive. Nous
pensons néanmoins que, dans la plupart des problémes réels d'aide i la
décision, une attitude de type constructif s'impose.

Toute décision s'insére dans un tissu organisationnel souvent com-
plexe et conflictuel, empéchant de parler d'un décideur unique, sinon de
fagon mythique (cf. Walliser (1979), Roy (1979-83)) Ghanitre 2): 11 est
alors difficile de supposer une préférence collective cohérente préexis-

tante pour un groupe décisionnel.
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De fait, les auteurs du modéle U n'ont pas, pour &valuer les divers
paramétres entrant dans la fonction d'utilité globale, interrogé le (ou
les) décideur(s) du WPPSS (cf. D.2) mais ont travaillé d partir des
Jugements fournis par 1'équipe d'étude elle-méme. Cette pratique, qui
semble courante dans les études menées & 1'aide du modéle U, peut 1é-
gitimement faire douter de la probance des procédures d'estimation de la
fonction d'utilité utilisées et implique de procéder & des analyses de
sensibilité de méme importance que dans le modéle S.

Une fois admis 1'intérét, voire la nécessité, d'une approche construc-
tive, on mesure mieux le rdle et la portée d'une base axiomatique pour des
modéles d'aide d la décision. Ce qui fait aux yeux de beaucoup 1'attrait
d'une base axiomatique, c'est la 1égitimité qu'ils croient en retirer pour
Teur travail. Or, cette légitimité ne vaut que pour la "théorie" et non
pour le "modéle" qui est Ta "théorie interprétée" et rendue opératoire.

Le modéle U se fonde sur une théorie formelle de la représentation d'un
systéme de préférence existant. On voit mal ce que pourrait &tre une théo-
rie de la construction d'un systémé de préférences, théorie sur laquelle
prendrait appui le modéle S. Si la base axiomatique 1égitime la théorie,
elle ne 1égitime pas pour autant le modéle. La légitimité de celui-ci doit
8tre recherchée dans 1'aide effective qu'il apporte pour parvenir i des
convictions (remettant éventuellement en cause des idées préconcues), pour
intervenir auprés d'autrui dans le cours des choses. Un modéle d'aide i

la décision ne peut'pas seulement &tre une théorie formelle mais doit cons-
tituer une base de dialogue avec le réel et d'intervention sur ce réel (cf.
chapitre I).

Précisons a nouveau qu'il n'est pas inconcevable de vouloir utiliser
le modéle U dans une optique constructive. C'est bien sir, implicite-
ment, ce qui est fait dans la plupart des études. Cependant, i1 convient,
dans ce cas, de juger du modéle U indépendamment de sa base axiomatique
en s'intéressant & la probance des procédures de construction des fonc-
tions d'utilité partielles et d'estimation des coefficients ki en tant
qu'outils destinés & construire ou & enrichir, chez le décideur, une re-
lation de préférence entre les actions (cf. chapitre 11.B).
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De nombreux malentendus & propos de la comparaison des modéles S et
U semblent provenir du fait que c'est une attitude constructive qui guide
1'alaboration de ce dernier alors que sa base axiomatique ne lui confére
de 1égitimité particulidre que s'il procédde d'une attitude descriptive.

Nous ne croyons pas possible de tirer de ce travail des conclusions
normatives i propos des moddles S et U en tant qu'outils potentiels
d'aide & 1a décision. Chacun d'eux présente des champs d'actions privi-
légiés et le caractére opératoire de 1'un et de 1'autre a déja été recon-
nu dans le cadre de nombreuses études.

On doit, de plus, reconnaitre que le choix du type de modéle dépend
bien souvent de facteurs "culturels" échappant 3 1'analyse formelle, de
"moeurs décisionnelles”.

3. Convergence des prescriptions

Nous avons constaté, au D.3, que, malgré une .converdence certaine
des prescriptions sur le site 53, celles=-ci n'étaient cependant pas sem-
blables et qu'en particulier la position du site Sl était trés contro-
versée. Le modéle U considére que S1 est parmi les meilleurs sites
étudiés tandis que le modéle S recommande son abandon dans la suite du
processus d' étude. De méme, le site 58’ qui apparait dans le modéle S
comme un "bon" site, figure en milieu de classement dans le modéle U.

Ces divergences reflétent l1a différence des brincipes qualitatifs
sous-tendant les deux modéles, en particulier pour ce qui concerne la
probance des écarts entre les évaluations sur-Ies différents critéres
et le caractdre plus ou moins compensatoire de leur agrégation. Ainsi,
le site S; (cf. annexe 5) est trés bien évalué sur la plupart des cri-
téres (g3, 94> 95° 96) mais posséde la pire des évaluations possibles
en ce qui concerne la santé-sécurité (gl)' et les pertes de saumons (92).
Le caractére partiellement compensatoire du modéle S tend & rejeter un
tel profil vers le bas du classement alors que le modéle U, parfaitement
compensatoire, place ce site en téte en raison de ses trés bonnes évalua-
tions sur de nombreux critéres (cf. [II.C.1).
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A T'inverse, le site 38’ que 1'on peut interpréter comme un site
"compromis", ce compromis &tant situé & un niveau moyen (cf. annexe 5)s
bien classé dans le modéle S, n'apparait pas en bonne place dans le mo-
déle U qui classe avant Tui des sites dont les bonnes performances sur
certains critéres viennent compenser de trés mauvaises é&valuations sur

d'autres.

[1 ne convient pas, de plus, de tirer des conclusions trop générales
de la bonne convergence des prescriptions sur le site 53. Un examen in-
tuitif des évaluations du site 83 montre que celui=-ci apparait comme un
bon site compte-tenu de 1'information disponible. I1 est naturel, dans
ces conditions, de voir 53» apparaitre en téte dans les deux méthodes.

La convergence obtenue est donc, pour une bonne part, contingente & la
nature du probléme étudié (sur un autre probléme, un site du type Sl au-
rait pu apparaitre en téte dans le modéle U).

Devant une opposition aussi profonde des principes qualitatifs i la
base des deux modéles, i1 n'est pas choquant de les voir aboutir i des
prescriptions non semblables.

Ces inévitables divergences ne traduisent pas, & notre sens, 1'inuti-
1ité et la vanité du travail d'aide 4 la décision mais peut-étre, plus
simplement, le fait qu'il peut atre apporté plusieurs é&léments de réponse
d.iun méme probléme. Devant 1'impossibilité de pratiquer, au sein d'un
méme processus de décision, deux types d'étude différents, le décideur
doit étre conscient des options qualitatives véhiculées par les diffé-
rents modéles, traduisant souvent des prises de position éthiques de
1'homme d'é&tude, avant de se forger une conviction personnelle sur le
choix & effectuer. Dans ce domaine, la multiplicité des approches nous
semble refléter bien plus une reconnaissance de la complexité de la tache
de 1'homme d'étude qu'une faiblesse scientifique.
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A 1'issue de ce travail, il nous semble intéressant de mentionner
quelques points qui mériteraient d'étre approfondis ou développés dans
le cadre de recherches futures et que nous n'avons pas eu le temps d'abor-
der ici.

En premier lieu, on a vu que la question de 1'existence et de la sta-
bilité d'un ensemble d'attitudes de base cohérentes &tait cruciale pour
ce qui concerne la théorie de 1'utilité. Malheureusement, la plupart des
études empiriques réalisées en ce domaine 1'ont &té par des psychologues
dans une optique fort différente de celle de 1'aide & la décision. La
conception et la réalisation d'expériences faisant entrer en jeu la né-
cessaire interaction entre 1'homme d'étude et le dacideur pour la révé-
Tation de ces attitudes semblent nécessaires.

En second 1ieu, nous avons mentionné, & diverses reprises, que seule
une théorie de 1'apprentissage et de 1a structﬁration des préférences per-
mettrait de "fonder", autrement que sur un plan pratique, des méthodes re-
lTevant d'une "attitude constructive". La difficulté que suppose un tel
travail tient au fait que 1'on doit tenir compte & la fois des différents
niveaux possibles d'acuité perceptive des évaluations distributionnelles
sur une échelle et des différentes opérations perceptives sur'ce11es-c1
que le décideur est en mesure de réaliser (cf. Bisdorff (1981)). Un tel
travail permettrait cependant de mieux apprécier les difficultas que peut
soulever la mise en ceuvre d'une méthode d'aide i la décision au sein d'un
processus de décision et de, peut-é&tre, fournir les bases nécessaires i la
conception de nouvelles méthades. Ce courant de recherche devrait, en
tout état de cause, se situer i la confluence de nombreuses disciplines
et particuliérement de 1a théorie de 1a décision et de la psychologie co-
gnitive. -

Les considérations du chapitre III sur la théorie des systémes de pré-
férences non compensatoires appellent, & notre sens, d'autres développements.
1 serait en particulier intéressant de chercher i relacher certaines hypo-
théses structurelles que nous avons introduites (ainsi, par exemple, le
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choix d'un ensemble X comprenant l1a totalité du produit cartésien Xl X
X2 % ossn X Xn et le type de condition de concordance retenu) et d'envi-
sager 1'introduction de seuils dans cette approche (au travers de rela-
tions de préférence partielles ayant les propriétés de quasi ou de pseudo-
ordre par exemple).

Mentionnons, de plus, que si la comparaison de deux modéles d‘aide &
la décision au sein d'un méme processus réel de décision nous a paru se
heurter & de grandes difficultés, i1 serait particuliérement fécond de
s'interroger sur les moyens qui permettraient'de comparer diverses ap-
proches quant & leur insertion et Teur acceptation dans la pratique. Ce
point nous améne enfin & revenir & nouveau sur le probléme de la valida-
tion et du test des modadles d'aide i la décision. On a vu, tout au long
de ce travail, combien les. conceptions classiques de "test" étaient ina-
daptées dans ce domaine et les difficultés qui. en résultaient. A notre.
sens, une réflexion approfondie sur. ce point permettrait de donner un nou-
vel &lan 4 1a recherche, ainsi qu'd 1a pratique,dans le domaine de 1'aide

d Ta décision.
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ANNEXE 1

INDEPENDANCE AU SENS DES PREFERENCES ET AU SENS DE L'UTILITE

Soit X = Xl X X2 >,

attributs et P
Soit

IL g dly 25 as.

% Xn un ensemble d'actions évaluées sur n
une relation binaire de préférence sur cet ensemble.
i W,

{xi, i e I} est indépendant, au sens des préférences, de son complé-

ment dans X ssi - (yo) X X, tel que :
Jf g I
() 5 ) IP (X)), (0 )=
jel JEI jel Jél
() N )P )l
el jél fel ¢l
V() (x5 ) e DX 2% et V() e X X
iel jel iel it g Y

L'indépendance, au sens des utilités, se définit formellement en con-
sidérant non plus des évaluations précises mais des distributions de pro-
babilités sur X (cf. Keeney et Raiffa (1976)). {Xi’ i e I} est indé-
pendant, au sens des utilités, de son complément dans
rences, pour des distributions de probabilité sur

X e
jé1 Y

X si les préfé-

X Xi’ ne dépendent
pas des valeurs certaines sur lel
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ANNEXE 1

INDEPENDANCE AU SENS DES PREFERENCES ET AU SENS DE L'UTILITE

Soit X = Xl X X2 Eowae ¥ Xn un ensemble d'actions évaluées sur n
attributs et P wune relation binaire de préférence sur cet ensemble.
61t [ & (Is &5 wupenw Nl

{Xi’ i e I} est indépendant, au sens des préférences, de son complé-

ment dans X ssi ﬂ(yo) X X, tel que :
AT2S )
(%) 5 ) IPx) (%) )=
iel JEI iel Jél
() > )P, vh
el Jél iel JEI
¥ ((x) R NSERS k1% et ¥ (yh) e X x.
le

iel iel Jf1 §é1

L'indépendance, au sens des utilités, se définit formellement en con-
sidérant non plus des évaluations précises mais des distributions de pro-
babilités sur X (cf. Keeney et Raiffa (1976)). {Xi’ ie I} est indé-
pendant, au sens des utilités, de son complément dans X si les préfa-
rences, pour des distributions de probabilité sur _XI Xi’ ne dépendent
pas des valeurs certaines sur sz ;- 1€
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ANNEXE 2

DEMONSTRATION DU THEOREME 2.6

Théoréme 2.6 : Soit (I, Q, P) wun triplet de relations binaires sur un
ensemble de mélange . 11 existe trois fonctions Us A, 0 suryl d va-
leurs réelles telles que, ¥ (a, b) eallz, Yoel0, 1]:

1) aPb <> u(b) + a(b) < u(a) (2.13)
2) aQb <= { u(b) + A(b) < u(a) (2.14)
u(b) + o(b) = u(a)
3) alb <> {u(a) + A(a) = u(b) (2.15)
) u(b) + A(b) = u(a)
4) a S b <> u(a) = u(b) (2.16)
) 0 < A(a) < o(a) (2.17)
) u(a) > u(b) = ? u(a) + o(a) = u(b) + o(b) et (2.18 a)
u(a) + x(a) = u(b) + A(b) (2.18 b)
7) u(a) = u(b) = { u(a) + o(a) = u(b) + a(b) (2.19 a)
u(a) + x(a) = u(b) + A(b) (2.19 b)
8) u(ea+ (l=-a)b)=au@ +(l-a)ulb) siet seule- (2.20)
ment si, ¥ (a, b, ¢, d) et

Py (Ié Q, P) est un pseudo-ordre sur X,

1 12 =2 1
9 aSb<=>?a+-2—cS—2-b+§c

P; bPa=da te]que?a'ﬂa ou a'Ia
nona'Sd=>dPa ¥de
P, bQa=>Ja" tel que&a"la

non a" S d et 1
non d P a >dQa ¥dedl

Pe {a/cSaa+(l-0a)bl et {a/aa+(l-0a)bsc}

5

sont des ensembles fermés.
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Avant de prouver ce théorédme, énongons un lemme qui est Ta reformulation
du théoréme 2.2.

Lemme 2.7 (Herstein et Milnor (1953)) : Soit P une relatfon sur un en-
semble de mélange obh. I1 existe une fonction u sur M 3 valeurs ré-
elles telle que :

aPb<=>u(a)>u(b) ¥ (a, b) ecuaz - (2.21)
Woea+ (L=a)b) =au(@)+ (1-a)ud) ¥(a, b)ecd?, (2.22
¥ael0, 1]

si et seulement si, ¥ (@, b, ¢) 63{43 -

Hl1 : P est un ordre faible.

H2 : {a /oca+(l-a)bPlc} et {a/ cPlaa+(l-a)bl sontdes
' ensembles fermés. :

H3:albﬁ>%a+%cl%5+%é avec

alb<o>nonaPb et nonbPa
aPIb<e>aPb ou alhb.

Démonstration du théoréme 2.6 =

1) Nécessité (2.13)-(2.20) => Pl

]
il
(8]
o
3
{s1]

w
o
v
[ =y
—
[s1]
-
v
=
—
o
—

Lemme 2.8 : (2.13)-(2.20) => { a
i .

w
o
v
=
—
=7
~—
v
=
—
(=
—

Démonstration -

u(a) 2 u(b) = { u(a) + o(a) = u(b) + a(b)
u(a) + A(a) = u(b) + A(b)
cPa<euy(a) +a(a) <u(c)=>u(b) +a(b) <u(c)=>cPb
b P ¢ <= u(c)+a(c) <u(b)=>u(c) +a(c) <u(a)=>aPc
cQa <> z u(a) + A(a) < u(c) => u(b) + A(b) < u(c)=>c s b
u(a) + o(a) 2 u(c)
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L'implication inverse se démontre aisément.
C.Q.F.D.

a) (2.13)-(2.19) = P, (cf. Vincke (1980b)).

b) a$ b o= u(a) = u(b) <> 5 u(a) + 5 u(c) = 2 u(b) *Lu(c) ¥ceo
sutasrloy=udp+l laoelegdlpslca

«olﬂza t5 c) -u(2b+2 c) = 53 t5 ¢ S 2b t5c >P?

c) bPa<u(a)+ag(a) < u(b).

Soit a' =aca+ (l-a)b avec a = (u(aL(;)OE?L%SB u(b) . [0y 11.

(2.20) => u(a') = a u(a) + (1 - a) u(b) <> u(a') = u(a) + o(a).

Si a(a) < o(a), alors { u(a) + r(a)

Non a' S d => u(d) > u(a) + o(a) => d P a, d'oll P,.

d) bQa = ; u(a) + A(a) < u(b)

u(a) + A(a) - u(b
AL ¢ o, 1

Soit a"=aa+ (l-0a)b avec a =

u(a") = u(a) + A(
non a" S d=> u(d) > u(a) + A(a) — dQa, d'od P4.
non d P a=> u(a) +o(a) = u(d)

a)=>a" 1 a

e) L'existence de u, o, A impliquentque {o / c Saa + (1 - a) b} et
{a /aa+ (l=-0a)bScl sont des ensembles fermés, d"od PS.
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2) Suffisance : P -P5=-> (2.13)~(2.20).

1

a) Pi’ PZ’ PS impliquent (Lemme (2.7)) 1'existence d'une fonction wu

telle que :

a"§ b <=>-u(a) > u(b)
aSb <> u(a) = u(b)
U(a.a + (1 -a) b) =au(a) + (1l -a)ulb)

——~
NN
~—

u(a') =-u(a) si a' existe

= sup u(c) = u(a) sinon

b) Soit ao(a) ?‘
cedl,

u

u(a") - u(a) si a" existe

A(a)
= sup u(c) - u(a) sinon
cla

On montre que u, ¢ et A vérifient (2.13)-(2.19).

Supposons qu'il existe un b edl tel que b P a; alors a' existe. Sup-
posons a' Sb. Ona a'Sb et bPa=>a'Pa impossible, d'od b S a'
<=> u(b) > u(a') <=> u(b) > u(a) + o(a).

$'i1 existe un b el tel que b Q a, alors a" existe. Supposons a" § b.
Ona a"Sb et bQa=>a"»a impossible, d'od b S a" <> u(b) > u(a")
<=> u(b) > u(a) + A(a). Supposons que a' existe ; alors b S a'=>b P a
impossible, d'od a' S b => u(a) + o(a) =2 u(b). Si a' n'existe pas, u(a)

+ g(a) = iui u(c) = u(b).
&€

Si bIa et a" existe, ona a"Sb (sinon bQa), d'od wu(a) + A(a)

2u(b). Si bl a et a" n'existe pas, alors wu(a) + A(a) = sup u(c) = u(b).
[ é&tant une relation symétrique, on a aussi wu(b) + A(b) = u(§5§

Montrons 0 < g(a). Si a' existe, ona a' Sa (sinon aP a)=>g(a) 2 0.

Sinon g(a) = sup u(c) - u(a) = 0.
Cedd -
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Montrons 0 < A(a). Si a" existe, on a a" S a (sinon a Q a)= A(a)

2 0. Si a" n'existe pas, A(a) = sup u(c) - u(a) =0 car I réflexive.
cla

Prouvons A(a) s ofa).

- Si a' et a" n'existent pas, on a sup-u(c) = sup u(c) => g(a) = A(a).
Cedl cla
- Si a' et a" existent, alors a' S a" (sinon a" P a) = g(a) = A(a).

- 51 a' n'existe pas et a" existe, sup u(c) > u(a") = o(a) = A(a).
celd
- Si a' existe et a" n'existe pas, ¥ ¢ el tel que cla,ona a'Sc

(sinon c P a), d'ol u(a) + o(a) = sup‘ﬁ(c) => g(a) = A(a).
cla

Montrons (2.18 a). On a a S b <> u(a) > u(b).

- Supposons a' et b' existent. Supposons b' S a' ; alors b' P a,
d'od b' P b impossible. Ona a' Sb'=> u(a) +ag(a) = u(b) + o(b).

- Supposons b' existe et a' n'existe pas. On a sup u(c) = u(b') =
u(a) + o(a) = u(b) + a(b). cedl

- Supposons a' existe et b' n'existe pas. Si E[d tel que d P a,
alors dPb et b' existe. Si Ad tel que dP a, alors a' S d

¥ ded u(@a) 2 sup u(c).
celk
- Supposons que a' et b' n'existent pas. On a sup u(c) > sup u(c).
ce:ll Celu.

Montrons (2.18 b).

- Si a" et b" existent.
Supposons b" § a" ; alors b" Q a (car non b" P a).
b" Qa et aSb=>b") b impossible,
d'ol a" S b" => u(a) + A(a) = u(b) + A(b).

n

- Si a" n'existe pas et b" existe.
Supposons b" P a ; alors b" P b car a S b impossible,
b" 9Q a ; alors b" > b car a S b impossible,
d'od wu(a) + A(a) = u(b") = u(b) + A(b).
- Si a" existe et b" n'existe pas.
Soit ¢ tel que c I b.

v

Supposons ¢ P a. Alors c P b impossible.
Posons c S a". Alors cQa et c $b impossible,
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d'od a" S c=>u(a) + A(a) 2 u(c) ¥c tel que cIb,

~d'ou u(a) + a(a) = u(b) + A(b). .

Si a" et b" n'existent pas :

soit d tel que u(d) = sup u(x) et

xIa,x
c tel que u(c) = sup _ u(x).
) xIb,xedh
Supposons ¢ S d. Ona nonc I a par définition.

cQa=>c %»b impossible.
cPa=>cPb impossible
aPc et ¢cSd=>aPd impossible
aQc et ¢cSd=>a >d impossible,
d'od d S c¢=>u(a) + A(a) = u(b) + A(b).

Montrons (2.19 a).
o
aSb <= u(a) =u(b).

Si a' et b' existent. - : _
Si a' §b' => u(a) +a(a) = u(b) + a(b).
Si a'§b' =>nonb Sa = a' P b}_> 5" Ba Tmpassibles
or bSa . '
Si b' §a'=>nona' Sb'=> b'Pa=>b"Pb impossible.
or as$ b} '
Si a' existe et b' n'existe pas.
Si Jd tel que dP a,alors dPb car a Sb et b' existe.
Si Ad tel que dPa,alors a'Sd (sinon dP a) ¥ dedl, dod

u(a') 2 sup u(c) => wu(a') = sup u(c).
o Cet a'edl cedl
S &tant une relation symétrique, le cas b' existe et a' n'existe

pas est identique au précédent.
Si a' et b' n'existent pas, on a :

sup u(c) = u(a) + a(a) = u(b) + o(b).
Ceob

Montrons (2.19 b).

Si a" et b" existent.
Si a" S b" => u(a) + A(a) = u(b) + A(b).
Si a" S b" => non b" S a".



Orona nona"Pb (car sinon a" P a), d'od a"Qb. Or b S a, dol
a" » a impossib

Si
Si
Si
Si
Si
Si

dPa et aSb=
u(a") = u(a) + Ar(a)

b" § a" : 1a
a" existe e
Jd tel que
dQb, alors
d P b, alors
Ad tel que

Supposons a" >
Supposons b » a

le.
démonstration d'impossibilité est identique.
t b" n'existe pas.
d Q a, alors soit dQ b, soit dP b (car a S b).
b" existe.
dPa car bS a impossible.
dQa, alors a"Sd ¥d tel que nondP a. Or,
dPb, dod :

sup u(c) = u(b) + A(b).
clb ;
b ; alors a" % a 1impossible.

"5 alors a > a" impossible, d'od a" I b.

= u(a) + A(a) = sup u(c) = u(b) + A(b).
clb

v

n'existent pas.

ue wu(d) = sup u(x).
xIa

¢ est tel que wu(c) = sup u(x).

On a donc u(a")
Si a" et b"
Si d est tel g
Si

On a démontré pl
aSb=dSc
bSa=>c¢cSd

xIb
us haut : ‘

} - d S G u(a) + A(a) = u(b) + A(b).

Gl F..0.
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ANNEXE 3

DEMONSTRATION DU THEOREME 2.11

Théoréme 2.11 : Soit JL un ensemble de mélanges et % une relation bi-
naire sur ol xd{. on définit, sur &, une relation binaire > par :
a b <= (a, b) ; (b, b) ¥ (a, b) ¢ MZ. Si les axiomes suivants sont

vérifiés :

Al : 3 est une relation d'ordre faible sur émz (asymétrique et hégative-
ment transitive),
t(a¥b) et 0<a<dl=0 a+(l-a)chab+(l-a)c
¥ (a, b, c) il o
Ay ta >b, bhc= 3 (@, 8) ¢ 10, 1[2 tel que
caa+(l-a)ciHb
b>»Ba+(l=-8)c

A

Ayt (2 b) ¥ (c, d) = (d, c) £ (b, a) ¥a,b, c,dec‘La'

Ac : (a, b )’;.(c d)=>(a c) ¥ (b, d) Va,b,c,ded?

Ag © ¥ (a, b) eal, 3 cedl tel que (a, ¢) . (es b)s

Ay i ¥ (a, b, c, ) 4, asb et (a,b) ¥ (c,d)=>TJeecd tel que
aveyvrb et (a,e)$(c, d),

Ag V(a,b,c,d)e&4,a >b et (a, b) g d) =>4 (e; edz
tel que (a, e) M (f, b) et (c, d)  (a, e) pour n e N avec M
une relation binaire sur ¢k x U définie récursivement par :

(2, b) M! (c, d) <> (a, b) % (c, d) et b~c
(a, b) ML (¢, d) <= J (e, f) tel que
(a, b) M" (e, £) et (e, f) M} (c, d),

Ag = R, ’{(a,tly, ¢) ed?d
a~zb+xce>(b,a)~(a, c),

AlO : 3 (h, b) ecﬂz tel que h >b et tel que, Yaed, hda$hb,

alors il existe une fonction u & valeur réelle telle que :
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(a, b) 5 (c, d) <=> u(a) = u(b) > u(c) = u(d) (2.24)
u(ew a + (1 = a) b) =au(a)+ (L-a)u(b) _ (2.25)

et définie 3 une transformation linéaire positive prés.

Démonstration

AI-AZ-A'3 <=> 3 une.fonction v telle que

a b <> vy(a) > v(b) .

vie a + (1 -a)b)=av(a)+(l-a)vb)

toute fonction VY =A v + 8§ avec A >0 vérifiant également ces deux con-
ditions.

Aj-Ag-Ag-Ac-Ag <> une fonction w telle que

(a, b) % (c, d) <=> w(a) = w(b) > w(c) = w(d)

toute fonction W = Aw+ § avec A >0 vérifiant également cette condi-
tion. - i

¥ (a, b) edl?

Jﬂ(6 =>J ¢ tel que (a, ¢) ~ (¢, b).

Donc w(a) = w(c) = w(c) = w(b).
Or Ag => c~%a +%b, d'od :

%v(a) + —%- v(b) = v(c) <=> w(a) = w(c) = w(c) = w(b).
Soit d ¥ 1le sous-ensemble de o d&fini par :

%* m 2" - m * n *
x-edl” ssi x===h+ (=—==) b, nelN,0c<mc<2"cN.

2 2

#* est donc 1'ensemble dénombrab1e des actions obtenues en "segmentant"
1'"intervalle" h, b de fagon réguliére.
Si 1'on pose v(h) = w(h) = 1 et -v(b) = w(b) =0, alors, ¥ x e &, v(x)
= w(x). En effet :

W(gh + 5 b) = gtw(h) - w(b)] =5 et
v(—% h + —é‘- b) = % v(h) + %— v(b) = % et ainsi de suite.
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n
. m 27 =m m
ST x=—%h+ — b, alors  v(x) = w(x} = <.
2 2 2
Pour prouver que w(x) = v(x) ¥ x <d{/A*, i1 faut démontrer le lemme sui-
vant :
Lemme 2.12 : ¥ (a, b) edl, ¥ (o B, v, 8) ¢ [0, 1] tel que a -8 =1y -6,

alors [{a b + (1 - a) a), (Bb+ (1-8)a)]=C(yb+(1L-y)a), (6b+
(1 -48) a)l en présence de Al AlO'

Démonstration : D'aprés Ag :
(Bb+(L-8)asgBb+(1-g)al+glyb+ (1-y)a)s

(FBb+ (1-8) al+2tyb+ (1-y)alsyb+(l-y)a) et (2.26)
(b+ (L-0)asfab+ (l-a)al+ 8 b+ (1= 6) a1) %

(3 b+ (1-a)a) + 28 b+ (1-6) a);6b+(l-8)a) (2.27)
Or :

§3b+(1-e)a]+§yb+(1-y)a]~§ab+(1—u)u

P30+ (1) 6) al  (2.28)

En effet :
VIZB b+ (1-8) al+ 2ty b+ (1-y) al]

vizle b + (1 - a) al + 06 b+ (1-6) all

% v(b) [B+ vy -a~-381+ % v(ia) o+ & -8 - vy] =0,

d'oll (2.26) et (2.28) impliquent :

(B b+ (1-8)a, gab+ (l-q)al+ 36 b+ (1-5) a1’

(3a b + (1 - a) al + S8 b+ (1=8)alsyb+ (l-y)al (2.29)

(2.27) et (2.29) = [(a b+ (L -a)a); (Bb+ (1-8)als
C(yb+(1=-v)a); (§b+ (1-26) al.
G Q- F.Dy
Considérons ¢ eafl/d™. Al, A2, A3, AlO => (cf. théoréme 8.3 de Fishburn
(1970)) :

3 o e [0, 11 tel que c~ah+ (1-a)b, soit (a, b) eiu*z tel que :
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0 et o = Cv(a) = v(b)Is1.

Un tel couple (a, b) existe toujours. En effet, posons :

ma
v(_a) = N = ].la et
2 a

IT suffit alors de ¢

m m
@ L s g
g% g”

Soit d edl tel que :

tons que a et b

D'aprés le lemme 2.1
d'od v(c) - v(d) =
w(a) qui_vérifie (2

m,
v(b) = :; = ug-
2

hoisir Mys Mys Ny Ny tels que-:

d=8xh+(l-8)b avec B =a - Eua - uB]. No-
ont &té& choisis de maniédre & ce que g8 existe.

2 : w(c) - w(d) =’ua - “B'i On a v(c) =a, v(d) =8,
w(c) - w(a). Donc, V¥ a eﬁu, on pose wu(a) = v(a) =

.28) et (2.25).

C.Q.F.D.
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ANNEXE 4

DEMONSTRATION DU THEOREME 3.22

est un SPCp ssi :
est un SPTNC.

Théoréme 3.22 : (X, »)
1) (X, 7)

2) ¥1en- o}y x(K), y(k) (k) (k) y4

A0 (k)

et ke N et 1<skc<1:

N
o £ Ny, x(K)y 4
k=1

)) = (al, Gos oo
sinon.

avec N(x(k), y(k

et a; = 0

Démonstration

1) Nécessité

a) On a, dans un SPCp :

X >y <= z P; > p X

z
ieP(X,Yy) ieP(y,x)

. +

avec  x(kK) >‘y(k) et

avec p=21.et ¢ > 0.

Tout SPCp est donc un SPTNC de fagon évidente.

b) D'aprés la définition 3.21, on a, V k :
- 7 p. > p L

iep(x(k),y(k)) . iﬁp(y(k),x(k))
Cette expression peut s'écrire :

N(x(k), y(k)) x P =px N(y(k), x(k)) XP+eg
P

ou P est le vecteur colonne p2
p

P; + £ Dpuisque x(k) }'y(

k).

(3.8)
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e name, 209) ~ w(K) inplique

N(w(k), z(k_)) x P s px N(zK), wk)y x p o+ e, (3.9)

d'ol, en sommant (3.8) et (3.9) :

EN(x(k), y(k)) ¥ B N(z(k), w(k))] 2 P L'N(w(k), z(k)) + o N(y(k), x(k))] < P.

Cette expression étant vraie par définition ¥ k, on peut donc sommer, pour
k variant de 13 1, ce qui implique la condition (3.7). 0On a donc :

(X, >») SPCp => (X, ») SPTNC vérifiant (3.7).
2] Suffisance
Propriété (3.9)

(X, %) SPTNC => Pxp et (i} >0 ¥ieaq

Pour prouver la suffisance, i1 nous faut..donc montrer 1'existence d'un vec-

P1
- . pz i - 2
teur P E - tel que, ¥ (x, ¥y) ¢ X~ :
n

X »y=> [N(x, y) = 0 N(y, x) 5 = 11 x P* > (3.10)
X ~y=>[p Ny, x) = N(x, y) 3 + 11 x P* 2 (3.11 a)
Co N(x, y) = N(y, x) 3 + 11 x P" 2 (3.11 b)

En effet, P = @ =>¢c 20 d'aprds (3.11 a). De plus, 1'essentialité de
chaque attribut => ¥ i ¢ Q, 3 (%50 ¥5) € X? tel que :

d'od, d'aprés (3.10), on a pj ~€ 2> 0, d'ot, ¥1i e Q, p; > o
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(X, ») étant un SPTNC, i1 suffit de plus de prouver 1'existence de P*
pour 1'ensemble X*2 2 Xz tel que :
V(X ¥)s (2, )1 e X2 x X*2

N(x, ¥) = N(z, w) ou N(y, x) = N(w, z)

puisque, sinon, X% y <= z > w.

*2) contient un nombre fini de

Le nombre d'attributs n é&tant fini, (X

couples d'actions, chaque couple correspondant & un élément de 1'ensemble

S < ®(e) x ®(Q) (cf. Definition 3.7). Soit K Tle nombre d'&léments de
: n

X*2 (on a K < (2”)2 ). On peut donc réarranger les éléments de )'(*2

fagon & ce que :

de

X*Z = {(u(l)’ V(l)), m(z), V(Z)), . (U(Till, V(T'l))’ (U(T) V(T))
™D (T o W(K) viK)yy

avec ¥ 1 <T: u(i) > v(i)

et ¥is3T: u(i) ~ v(i)

Chaque attribut étant essentiel, on sait que n < T < K. Nous nous sommes
donc placé dans les conditions d'application du théoréme de 1'alternative
(cf. Par exemple Mangasarian (1969), chapitre 2). Supposons.en effet qu'il
n'‘existe pas de vecteur P* vérifiant, ¥ (x, y) X*z, (3.10), (3.11 a) et
(3.11 b) ; alors, en vertu du théoréme de Motzkin (cf. Vansnick (1983), bp.

18 pour“un énoncé de CE théoreéme), Ao Ao weesdps Uppps Hygos oo My
TT+la TT+23 ---,TK e R avec (Al, AZ, S AT) 2 (0, 0. 985 50 By 0)
tels que : —
-
! (1) (1) (1) (1) ‘ (i) (1)
ToOnNQur T vy s g NV Y - )+ uelp N{vs"7, ™y -
j=1 1 i=T+1 |
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= (0,0,0, ..., 0) ou (u(i), v(i)) € )("'2 (et numéroté comme oré-
S———— — cédemment). (3: 125

n+1l

or, N(u(i), v(T)) est un vecteur dont tous les &léments sont des entiers
naturels ¥ (u(1), V(T)) € X*z. De plus, par définition, p ¢ Q. Les coef-
ficients Ajs Uy et Ty sont donc eux -aussi rationnels. I1 est donc pos-

L * *®

sible de trouver des coefficients Ajs Mis Ty € N avec au moins un A: >0
(i=1,2, ..., T) tels que :

T . . K ) \ . )
z h;(N(u(T), V(1)) +pX I (u? N(v(1), u(1)) + r? N(u(1), v(’)))
i=1 iaT+1 .
T () oy o S (1) (1) o x eea(1) (1)
<oz AN Wy s ), Wy e (D), )
j=1 {aT+l

et ' | (3.12")
T K - -
Ioxye D (uf*g) e (3.12")

j=l ' {aT+l

avec (A]s A3» .5 A7) 2 (0, 0, ..., 0)

\.-v——-/_
T fais
Notons A; , A; s eees A? Tes A; tels que A? > 0,
1 2

Wy, wt o, ..., Wi les ur telsque u: >0

PR J i i

® * #q * *
et T, ? Tear o0 T les T tels que Ti > 0.

k2 r

On sait que k: . A? S T A; *> 0. Rien ne s'oppose donc d ce que 1'on
1 2 p
prenne, dans (3.7) :

D'apraés (3.12"), on a aussi :
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x(K) Cresp. y( 1=

et
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¥YkelN avec 1<k<1:

[resp. v ]
[resp. v ]

Cresp. v

Cresp.

Cresp. u ]

(resp. u ]

(resp. u

[resp. v ]

D'aprés la numérotation des (u(i), v(i))

gcrire :

Si
si

si

Si

si

si

si

Si

Si

si

kr'
0<ks A
1
Af 2 ker +0
A; + A? <k < AY +AY +
1 3 1 Y%
)\:.‘ - +A  <ks
*1 *p“l *
Ai + + Ai + Ai
1 p-1 p
3ETH
0 <k qu
* *
U, <K <y, + u:
1 1 2
u} 4 + p; < k <
1 g-1
u’f + . + u"f + u"f
i o1 Mg
Hs + ... 4 uj <k <
*1 #q *
u, + + U, +T
J J k
*1 *q *1
M. + ... +u, +1, <kzs
J ol o K
u*l + + u*q + T*l y T
1. Jq k1 k2
Y + 0T g
1-13'1 IJJ' Tkl
X 3 X
Tk <k < uJ. + ...+ uj
*r~1 *1 q
Tk + + Tk
1 r
adoptée dans X*z, on peut donc
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x(k) ? y(k) Y¥1sks1 et
20 Wk v gks.

On peut donc écrire, sachant (3.12') :

1 1
g R,y Ry g g (R, W(R)y .
k=1 k=l
1
(S TN P (S I (S 1
k=1 k=1

On a donc prouvé que, si P* n'existe pas, (3.7) est violée. Par contra-
position, la suffisance est donc établie.

C-Q-F-D-.
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ANNEXE 5

DONNEES NUMERIQUES RELATIVES A L'ETUDE COMPARATIVE
DU CHAPITRE IV

CARACTERISTIQUES DES CRITERES DANS LE MODELE U

TABLEAU I : Lois des variables aléatoires XT(S).
FIGURE I : Fonctions d'utilité partielles ui(xi).

TABLEAU II : Valeurs des critéres dans le modéle U
9;(s) = ECu;(X;(s))1.
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CARACTERISTIQUES DES CRITERES DANS LE MODELE S

TABLEAU I : Valeurs de gi(s) dans le modéle S.

TABLEAU II : Seuils de dispersion et de discrimination.
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g3(s) et g4( ) correspandent d la médiane de X3(s) et X4(s)

TABLEAU I : Valeurs des gi(s) dans 1g.modé]e S
S, S, S, Sy S¢ Sg i Sq S
g,(s) | 0,057 |.0,04 | 0,025 | 0,048 | 0,044 | 0,023-| 0,052 | 0,011 | 0,018
g5(s) | 6000 | 6000 | 6 000 825 2 250 750 450 4300 | 3650
gp(s) | 21,91 " 21,91 |. 21,91 | 11,12 | 19,56 | 10,61 | 8,21 | 6,55 6,04
94(s) 2 2 2 4 5 5 3 2 1
g4(s) & 3 3 4 3 4 4 4 3
95(s) 1 L 7 6 12 1 0 0 0
9g(s) | 2,035 0.. | 1,535 | 1,933 | 12,347 | 17,713 | 4,834 | 10,936 | 11,423
Remarques
g;(s) = x;(s) i=1,5
: 95(5 )= 6(S') -

g5(s) = 2(s) Yy(s), g5(s) = Z(S) (S)

Cette médiane étant

un intervalle entre deux échelons consécutifs, i1 a é8té procédé au codage suivant :

La préférence décroit avec les valeurs pour tous les critéres.

- 0-1

1-2

=3

3-4

4-5

5-6 | 6-=7

7-8

3 | 4

6 7




TABLEAU IT :

]
()
.o
(&%)

]

Seuils de dispersion et de discrimination

Seuils de dispersion

Seuils d'indifférence (%)

Seuils de préférence (%)

. 10 2
gl z 100 9-1(5) O’l 91(5) §' 91(5)
92 5 -
(2 formes) t 100 * 92(5) 0,5 g,(s) 2 g,(s)
93 - 1 2.
94 - - 0 1
s £ (1 + 735 96(5)) I+ 0,03 gg(s) 2,0618 + 0,06185 gg(s)
1 - g (s)
- 100 96 1,111 + 0,111 gg(s) 3,333 + 0,666 g¢(s)
6 0 - B o

(%) Ces seuils sont des seuils inverses. g g B




39/ 39,

'kj (1 +k ki ui(xi))

iJ 39/39J
multiplicative, R
la plage de variation possible de R ij puisque ”i(xi) et u

iJ

compris entre 0 et 1.

que Max(Rij

(l + k k
n est pas constant

et Min(Ri

variations suivantes pour Rij :

En utilisant les valeurs de k et des
= I/Min(Rji

u; (x50

On peut toutefo1s trouver aisément

j) = I/MaX(Rj

- LA DETERMINATION OES INOICES D'IMPORTANCE

La fonction d'utilité étant

de T'annexe 6 et sachant
1.), on a les plages de

J

et j.

J

Nous avons considéré que :

2 3 4 -5 6
i 1,5288 | 27,4195 | 3,3259 | 5,95 | 0,7736
1,8584 | 31,1658 | 4,1294 | 6,8658 | 1,0128
2 1 16,6971 | 2,0253 | 3,6232 | 0,4741
: 18,0468 | 2,2566 |.4,0677 | 0,5865
3 . 0,1207 | 0,2160 | 0,0282
0,1503 | 0,2212 | 0,0326
p { s 1,7288 | 0,1290
1,7972 | 0,2262
0,1283
3 ! 0.1503
.6 1
et k3 les indices d' importance reépectifs des critéres
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R
R..s—<R.,,’
*1j 7 s 7
J
ou R*ij et R?j sont respectivement les bornes inférieure et supérieure

de Rij' A chaque case aq-déssus de “1a diagonale du tableau donnant Tes
valeurs de Rij correspond 2 contraintes sur les indices d'importance,
soit au total 2 x 15 = 30 contraintes. On peut poser de fagon non res-
trictive P = 1 et en déduire des intervalles pour chacune des cing |
- autres valeurs. On a, par exemple,'R;6 =0,1503 et R .. = 0,123, d'ou
P « (041283 3 0515031,

[1 est apparu empiriquement non restrictif de ne considérer que les
contraintes exprimées par rapport au critédre 6, soit -au-total -10 con-
traintes : |

pe  (0,1283 ; 0,1503]
pg € [0,1290 ; 0,2262]
Py « [0,0282 5 0,0326]
0, € [0,4741 ; 0,5865]
py < £0,7786 5 1,01281.

" Compte-tenu de '1'arbitraire de la méthode et de 1'imprécision des va-
leurs numériques utilisées, nous avons choisi de retenfr, d 1'intérieur de
ce domaine, 8 jeux d'indice d'importance les plus contrastés possible que
1'on étudiera simultanément au cours de 1'analyse de robustesse. g etant
fixé & 1, nous avons choisi de fixer P3 d 0,03, ce critére étant d'impor-
tance trés faible. Les 8 jeux de poids correspondent alors & toutes les.
combinaisons extrémes bornes & bornes, respectant toutefois certaines con-
sidérations qualitatives présentes. dans Keeney-Nair (1977 ) (le critére 5
est le plus important). On a donc les 8 jeux : Jl’ cens J8 f



Poids 1 .2 3 4 5 6 7 8
PI 0,8 0,8 | 0,9 0,9 0,8 a,8 0,9 0,9
P'2 0,45 | 0,6 | 0,45 | 0,6 | 0,45 | 0,6 | 0,45 | 0,5
Py 0,03 | 0,03 | 0,03 | 0,03 | 0,03 | 0,03 | 0,03 | 0,03
Py 0,15 .| 0,15 | 0,15 | 0,15 | 0,25 | 0,25 | 0,25 | 0,25.
Pe 0,15 | 0,15 | 0,15 | 0,15 | 0,10 | 0,10 | 0,10 | 0,10

1 1 1 1 1 1 1 1




DONNEES DE L'A{IALYSE DE ROBUSTESSE

..

Certaines des données intervenant dans le modéle S - seuils de véto,

indices d'importance, seuils de discrimination - étant entachées d'une im-.
précision et d'un arbitraire importants dus., en partie, & notre méthode de

travail mais aussi & la nature méme de ces concepts, les résultats ne peu-
vent acquérir de probance qu'd 1'issue d'une analyse de robustesse impor-

tante.

Nous détaillons dans cette annexe 1'ensemble des paramétres que nous

avons fait varier au cours de cette analyse (*).

- 1. Indices-d'importance

L'annexe 7 fournit les & jeux retenus tout au long de 1'étude.

2. Seuils de véto

Nous avons examing : -

= 2 seuils pour le critére 6 : vg(gg(s)) = 1,7 ps(9g(s)) I
- Vg(9g(5)) = 2,5 pglggls))- II
- 4 seuils pour le critére 2 : vz(gz(s)) = 2,5 % pe(gz(s)) [
(forme g;) _
- 27 =3 X pz(gz(s)) II
= 3,5 x .02(92(5)) ITI

Nous avons de plus testé 1'influence de certains paramétres (véto des
critéres 1-et 4) que nous avons choisi de ne pas mentionner ici, leur
rdle étant quasi-nul. Le seuil s(A) = 0,3 - 0,15 A a &téd retenu

pour 1'algorithme de distillation tout au long de 1'étude.
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- 2 seuils pour le critére 3 : v,(g,(s)) = 8 (ne joue pas) I
' 4 [1

3. Seuils de dispersion et de discrimination

Pour les deux critéres (2 et 6) les plus ﬁmprécis; nous avens procédé
d une analyse de sensibilité sur les seuils de dispersion (ce qui entraine
une variation corrélative des seuils de discrimination et du seuil de véto).

= Critére 2 : Trois seuils de dispersion ont &té retenus :

[95(s) = 0,5 95(5) 5 gy(s) + 0,5 g,(s)] I
=> Q5(9,(s)) = 0,5 x gy(s)
Pa(9y(s)) = 2 x gy(s)

[g5(s) = 0,6 gy(s) 3 9p(s) + 0,6 go(s)1 II
=> qz(gz(s)) = 0,6 92(5) 2 -
92(92(5)) =3 93(5) B
[gp(s) = 0,4 go(s) 5 gp(s) + 0,4 gz(s [l
- q2(92(5))-' 0 4'92(5
Po(dn(s)) = 1,33 g5(s) =

- Critére 6 : Cing seuils de dispersion ont &té retenus :

cis(s) -1-0,1 Es(s) 5 X g(S) +2+0,5 Es(s)] I
cis(s) - 2-0,1 Xg(s) s is(s) + 3+ 0,5 Xg(s)1 I
cis(s) - 0,1 is(s) 3 Xg(s) + 1+ 0,5 X(s)] I11
[xg(s) = 1 - 0,1 Rs(s) ; Xg(s) + 2 40,6 Xg(s)1 TV
cis(s) -1-0,1 is(s) : is(s) +2+0,4 §6(s)] }

d'ol les seuils de discrimination :
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9g(9g(s)) Pg(9g(s))
I 1,111 + 0,111 95(5) 3,333 + 0,666 96(5)
Ir 2,22 + 0,111 g6(s) 5,555 + 0,666 96(5)
IIT 0,111 gg(s) 1,111 + 0,666 gg(s)
Iv 1,111 + 0,111 gs(s) 3,333 + 0,777 gs(s)
v 1,111 + 0,111 ga(s) 3,33 + 0,555 96(5)

4, Forme du critére 2

Parmi toutes les possibilités mentionnées, nous en avons &liminé a
priori certaines trop irréalistes. L'analyse de robustesse ayant été
menée pas & pas, nous avons pu restreindre le nombre de combinaisons i
prendre en compte, certains &léments n'ayant manifestement aucune in-
fluence (veto du critére 3). Finalement, 17 jeux de paramétres ont &té
retenus, soit combinés avec les 8 jeux de poids, 17 x 8 = 136 graphes.
L'intégralité de ces graphes figure dans Roy et Bouyssou (1983), Annexe 10.
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