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6
COMPARING ON THE BASIS OF

SEVERAL ATTRIBUTES: THE
EXAMPLE OF MULTIPLE CRITERIA

DECISION ANALYSIS

6.1 Thierry’s choice

How to choose a car is probably the multiple criteria problem example that has
been most frequently used to illustrate the virtues and possible pitfalls of multiple
criteria decision aiding methods. The main advantage of this example is that the
problem is familiar to most of us (except for one of the authors of this book who is
definitely opposed to owning a car) and it is especially appealing for male decision-
makers and analysts for some psychological reason. However, one can object that
in many illustrations, the problem is too roughly stated to be meaningful; the
motivations, needs, desires and/or phantasms of the potential buyer of a new or
second-hand car can be so diversified that it will be very difficult to establish a list
of relevant points of view and build criteria on which everybody would agree; the
price for instance is a very delicate criterion since the amount of money the buyer
is ready to spend clearly depends on his social condition. The relative importance
of the criteria also very much depends on the personal characteristics of the buyer:
there are various ideal types of car buyers, for instance people who like sportive
car driving, or large comfortable cars or reliable cars or cars that are cheap to run.
One point should be made very clear: it is unlikely that a car could be universally
recognised as the best, even if one restricts oneself to a segment of the market;
this is a consequence of the existence of decision-makers with many different “value
systems”.

Despite these facts, we have chosen to use the “Choosing a car” example,
in a properly defined context, for illustrating the hypotheses underlying various
elementary methods for modelling and aggregating evaluations in a decision aiding
process. The case is simple enough to allow for a short but complete description;
it also offers sufficient potential for reasoning on quite general problems raised by
the treatment of multi-dimensional data in view of decision and evaluation. We
describe the context of the case below and will invoke it throughout this chapter
for illustrating a sample of decision aiding methods.

87
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Trademark and type
1 Fiat Tipo 20 ie 16V
2 Alfa 33 17 16V
3 Nissan Sunny 20 GTI 16
4 Mazda 323 GRSI
5 Mitsubishi Colt GTI
6 Toyota Corolla GTI 16
7 Honda Civic VTI 16
8 Opel Astra GSI 16
9 Ford Escort RS 2000

10 Renault 19 16S
11 Peugeot 309 GTI 16V
12 Peugeot 309 GTI
13 Mitsubishi Galant GTI 16
14 Renault 21 20 turbo

Table 6.1: List of the cars selected as alternatives

6.1.1 Description of the case

Our example is adapted from an unpublished report by a Belgian engineering
student who describes how he decided which car he would buy. The story dates
back to 1993; our student—call him Thierry—aged 21, is passionate about sportive
cars and driving (he has taken lessons in sports car driving and participates in car
races). Being a student, he cannot afford to buy either a new car nor a luxury
second hand sports car; so he decides to explore the middle range segment, 4 year
old cars with powerful engines. Thierry intends to use the car in everyday life and
occasionally in competitions. His strategy is first to select the make and type of
the car on the basis of its characteristics, estimated costs and performances, then
to look for such a car in second hand car sale advertisements. This is what he
actually did, finding “the rare pearl” about twelve months after he made up his
mind as to which car he wanted.

Selecting the alternatives

The initial list of alternatives was selected taking an additional feature into ac-
count. Thierry lives in town and does not have a garage to park the car in at
night. So he does not want a car that would be too attractive to thieves. This
explains why he discards cars like VW Golf GTI or Honda CRX. He thus limits
his selection of alternatives to the 14 cars listed in Table 6.1.

Selecting the relevant points of view and looking for or constructing indices
that reflect the performances of the alternatives for each of the viewpoints often
constitutes a long and delicate task; it is moreover a crucial one since the quality
of the modelling will determine the relevance of the model as a decision aiding
tool. Many authors have advocated a hierarchical approach to criteria building,
each viewpoint being decomposed into sub-points that can be further decomposed
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(Keeney and Raiffa (1976), Saaty (1980)). A thorough analysis of the properties
required of the family of criteria selected in any particular context (consistent
family, i.e. exhaustive, non-redundant and monotonic) can be found in Roy and
Bouyssou (1993) (see also Bouyssou (1990), for a survey).

We shall not emphasise the process of selecting viewpoints in this chapter,
although it is a matter of importance. It is sufficient to say that Thierry’s concerns
are very particular and that he accordingly selected five viewpoints related to cost
(criterion 1), performance of the engine (criteria 2 and 3) and safety (criteria 4
and 5).

Evaluations of the cars on these viewpoints have been obtained from monthly
journals specialised in the benchmarking of cars. The official quotation of second
hand vehicles of various ages is also published in such journals.

Evaluating the alternatives

Evaluating the expenses incurred by buying and using a specific car is not as
straightforward as it may seem. Large variations from the estimation may oc-
cur due to several uncertainty and risk factors such as actual life-length of the
car, actual selling price (in contrast to the official quotation), actual mileage per
year, etc. Thierry evaluates the expenses as the sum of an initial fixed cost and
expenses resulting from using the car. The fixed costs are the amount paid for
buying the car, estimated by the official quotation of the 4-year old vehicle, plus
various taxes. The yearly costs involve another tax, insurance and petrol consump-
tion. Maintenance costs are considered roughly independent of the car and hence
neglected. Petrol consumption is estimated on the basis of three figures that are
highly conventional: the number of litres of petrol burned in 100 km is taken from
the magazine benchmarks; Thierry somehow estimates his mileage at 12 000 km
per year and the price of the petrol to .9e per litre (1e, the European currency
unit, is approximately equivalent to 1 USD). Finally he expects (hopes) to use the
car for 4 years. On the basis of these hypotheses he gets the estimations of his
expenses for using the car during 4 years that are reported in Table 1 (Criterion
1 = Cost). The resale value of the car after 8 years is not taken into account due
to the high risk of accidents resulting from Thierry’s offensive driving style. Note
that the petrol consumption cost which is estimated with a rather high degree of
imprecision counts for about one third of the total cost. The purchase cost is also
highly uncertain.

For building the other criteria Thierry has a large number of performance in-
dices whose value is to be found in the magazine benchmarks at his disposal.
Thierry’s particular interest in sporty cars is reflected in his definition of the other
criteria. Car performances are evaluated by their acceleration; criterion 2 (“Accel”
in Table 6.2) encodes the time (in seconds) needed to cover a distance of one kilo-
metre starting from rest. One could alternatively have taken other indicators such
as power of the engine, time needed to reach a speed of 100 km/h or to cover 400
meters that are also widely available. Some of these values may be imprecisely
determined: they may be biased when provided by the car manufacturer (the
procedures for evaluating petrol consumption are standardised but usually under-
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Name of cars Crit1 Crit2 Crit3 Crit4 Crit5
Cost Accel Pick up Brakes Road-h

1 Fiat Tipo 18 342 30.7 37.2 2.33 3
2 Alfa 33 15 335 30.2 41.6 2 2.5
3 Nissan Sunny 16 973 29 34.9 2.66 2.5
4 Mazda 323 15 460 30.4 35.8 1.66 1.5
5 Mitsubishi Colt 15 131 29.7 35.6 1.66 1.75
6 Toyota Corolla 13 841 30.8 36.5 1.33 2
7 Honda Civic 18 971 28 35.6 2.33 2
8 Opel Astra 18 319 28.9 35.3 1.66 2
9 Ford Escort 19 800 29.4 34.7 2 1.75

10 Renault 19 16 966 30 37.7 2.33 3.25
11 Peugeot 309 16V 17 537 28.3 34.8 2.33 2.75
12 Peugeot 309 15 980 29.6 35.3 2.33 2.75
13 Mitsubishi Galant 17 219 30.2 36.9 1.66 1.25
14 Renault 21 21 334 28.9 36.7 2 2.25

Table 6.2: Data of the “choosing a car” problem

estimate the actual consumption for everyday use); when provided by specialised
journalists in magazines, the procedures for measuring are generally unspecified
and might vary since the cars are not all evaluated by the same person.

The third criterion that Thierry took into consideration is linked with the
pick up or suppleness of the engine in urban traffic; this dimension is considered
important since Thierry also intends to use his car in normal traffic. The indicator
selected to measure this dimension (“Pick up” in Table 6.2) is the time (in seconds)
needed for covering one kilometre when starting in fifth gear at 40 km/h. Again
other indicators could have been chosen (e.g. the torque). This dimension is not
independent of the second criterion, since they are generally positively correlated
(powerful engines generally lead to quick response times on both criteria); cars
that are specially prepared for competition may however lack suppleness in low
operation conditions which is quite unpleasant in urban traffic. So, from the point
of view of the user, i.e. in terms of preferences, criteria 2 and 3 reflect different
requirements and are thus both necessary. For a short discussion about the notions
of independence and interaction, the reader is referred to Section 6.2.4.

In the magazine’s evaluation report, several other dimensions are investigated
such as comfort, brakes, road-holding behaviour, equipment, body, boot, finish,
maintenance, etc. For each of these, a number of aspects are considered: 10 for
comfort, 3 for brakes, 4 for road-holding, . . . . In view of Thierry’s particular
motivations, only the qualities of braking and of road-holding are of concern to
him and lead to the building of criteria 4 and 5 (resp. “Brakes” and “Road-h”
in Table 6.2). The 3 or 4 partial aspects of each viewpoint are evaluated on an
ordinal scale the levels of which are labelled “serious deficiency”, “below average”,
“average”, “above average”, “exceptional”. To get an overall indicator of braking
quality (and also for road-holding), Thierry re-codes the ordinal levels with integers
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from 0 to 4 and takes the arithmetic mean of the 3 or 4 numbers; this results in
the figures with 2 decimals provided in the last two columns of Table 1. Obviously
these numbers are also imprecise, not necessarily because of imprecision in the
evaluations but because of the arbitrary character of the cardinal re-coding of
the ordinal information and its aggregation via an arithmetic mean (postulating
implicitly that, in some sense, the 3 components of each viewpoint are equally
important and the levels of each of the three scales are equally spaced). We shall
however consider that these figures reflect, in some way, the behaviour of each car
from the corresponding viewpoint; it is clear however that not too much confidence
should be awarded to the precision of these “evaluations”.

Note that the first 3 criteria have to be minimised while the last 2 must be
maximised.

This completes the description of the “data” which, obviously, are not given
but selected and elaborated on the basis of the available information. Being in-
trinsically part of this data is an appreciation (more or less explicit) of their degree
of precision and their reliability.

6.1.2 Reasoning with preferences

In the second part of the presentation of this case, Thierry will provide information
about his preferences. In fact, in the relatively simple decision situation he was
facing (“no wife, no boss”, Thierry decides for himself and the consequences of his
decision should not affect him crucially), he was able to make up his mind without
using any formal aggregation method. Let us follow his reasoning.

First of all he built a graphic representation of the data. Many types of rep-
resentations can be thought of; popular spreadsheet software offer a large number
of graphical options for representing multi-dimensional data. Figure 6.1 shows
such a representation. Note that the evaluations for the various criteria have been
re-scaled in view of a better readability of the figure. The values for all criteria
have been mapped (linearly) onto intervals of length 2, the first criterion being
represented in the [0, 2] interval, the second criterion, in the [2, 4] interval and so
on. For each criterion, the lowest evaluation observed for the sample of cars is
mapped on the lower bound of the interval while the highest value is represented
on the upper bound of the interval. Such a transformation of the data is not
always innocent; we briefly discuss this point below.

In view of reaching a decision, Thierry first discards the cars whose braking
efficiency and road-holding behaviour is definitely unsatisfactory, i.e. car numbers
4, 5, 6, 8, 9, 13. The reason for such an elimination is that a powerful engine is
needless in competition if the chassis is not good enough and does not guarantee
good road-holding; efficient brakes are also needed to keep the risk inherent to
competition at a reasonable level. The rules for discarding the above mentioned
cars have not been made explicit by Thierry in terms of unattained levels on the
corresponding scales. Rules that would restate the set of remaining cars are for
instance:

criterion 4 ≥ 2
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Figure 6.1: Performance diagram of all cars along the first three criteria (above;
to be minimised) and the last two (below; to be maximised)
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and
criterion 5 ≥ 2

with at least one strict inequality.
Looking at the performances of the remaining cars, those labelled 1, 2, 10 are

further discarded. The set of remaining cars is restated for instance by the rule:

criterion 2 < 30

Finally, the car labelled 14 is eliminated since it is dominated by car number 11.
“Dominated by car 11” means that car 11 is at least as good on all criteria and

better on at least one criterion (here all of them!). Notice that car number 14
would not have been dominated if other criteria had been taken into consideration
such as comfort or size: this car is indeed bigger and more classy than the other
cars in the sample.

The cars left after the above elimination process are those labelled 3,7,11,12;
their performances are shown on Figure 6.2. In these star-diagrams each car is
represented by a pentagon; their values on each criterion have all been linearly
re-scaled, being mapped on the [1, 3] interval. The choice of interval [1, 3] instead
of interval [0, 2] is dictated by the mode of representation: the value “0” plays a
special role since it is common to all axes; if an alternative was to receive a 0 value
on several criteria, those evaluations would all be represented by the origin, which
makes the graph less readable. On each axis, the value 1 corresponds to the lowest
value for one of the cars in the initial set of 14 alternatives on each criterion; the
value 3 corresponds to the highest value for one of the 14 cars. In interpreting the
diagrams, remember that criteria 1, 2 and 3 are to be minimised while the others
have to be maximised.

Thierry did not use the latter diagram (Figure 6.2); he drew the same diagram
as in Figure 6.1 instead after reordering the cars; the 4 candidate cars were all
put on the right of the diagram as shown in Figure 6.3; in this way Thierry was
still able to compare the difference in the performances of two candidate cars for a
criterion to typical differences for that criterion in the initial sample. This suggests
that the evaluations of the selected cars should not be transformed independently
of the values of the cars in the initial set; these still constitute reference points in
relation to which the selected cars are evaluated. On Figure 6.4, for the reader’s
convenience, we show a close-up of Figure 6.3 that is focused on the 4 selected
cars only.

Thierry first eliminates car number 12 on the basis of its relative weakness
on the second criterion (acceleration). Among the 3 remaining cars the one he
chooses is number 11. Here are the reasons for this decision.

1. Comparing cars 3 and 11, Thierry considers that the price difference (about
500e ) is worth the gain (.7 second) on the acceleration criterion.

2. Comparing cars 7 and 11, he considers that the cost difference (car 7 about
1 500e more expensive) is not balanced by the small advantage on accelera-
tion (.3 second) coupled with a definite disadvantage (.8 second) on supple-
ness.
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Figure 6.2: Star graph of the performances of the 4 cars left after the elimination
process

Name of car Crit1 Crit2 Crit3 Crit4 Crit5
Cost Acc Pick Brakes Road

3 Nissan Sunny 16 973 29 34.9 2.66 2.5
7 Honda Civic 18 971 28 35.6 2.33 2

11 Peugeot 16V 17 537 28.3 34.8 2.33 2.75
12 Peugeot 15 980 29.6 35.3 2.33 2.75

Table 6.3: Performances of the 4 candidate cars
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Figure 6.3: Performance diagram of all cars; the 4 candidate cars stand on the
right
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Figure 6.4: Detail of Figure 6.3: the 4 cars remaining after initial screening

Comments

Thierry’s reasoning process can be analysed as being composed of two steps. The
first one is a screening process in which a number of alternatives are discarded
on the basis of the fact that they do not reach aspiration levels on some criteria.

Notice that these levels have not been set a priori as minimal levels of satis-
faction; they have been set after having examined the whole set of alternatives, to
a value that could be described as both desirable and accessible. The rules that
have been used for eliminating certain alternatives have exclusively been combined
in conjunctive mode since an alternative is discarded as soon as it does not fulfil
any of the rules.

More sophisticated modes of combinations may be envisaged, for instance mix-
ing up conjunctive and disjunctive modes with aspiration levels defined for sub-
sets of criteria (see Fishburn (1978) and Roy and Bouyssou (1993), pp. 264-266).
Another elementary method that has been used is the elimination of dominated
alternatives (car 11 dominates car 14).

In the second step of Thierry’s reasoning,

1. Criteria 4 and 5 were not invoked; there are several possible reasons for this:
criteria 4 and 5 might be of minor importance or considered satisfactory
once a certain level is reached; they could be insufficiently discriminating for
the considered subset of cars (this is certainly the case for criterion 4): the
values of the differences for the set of candidate cars could be such that they
are not large enough to balance the differences on other criteria.

2. Subtle considerations on whether the balance of differences in performance
between pairs of cars on 2 or 3 criteria results in an advantage to one of the
cars in the pair.
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3. The reasoning is not made on the basis of re-coded values like those used
in the graphics; more intuition is needed, which is better supported by the
original scales. Since criteria 4 and 5 are aggregates and, thus, are not
expressed in directly interpretable units, this might also have been a reason
for not exploiting them in the final selection.

This kind of reasoning that involves comparisons of differences in evaluations
is at the heart of the activity of modelling preferences and aggregating them in
order to have an informed decision process. In the simple case we are dealing with
here, the small number of alternatives and criteria has allowed Thierry to make up
his mind without having to build a formal model of his preferences. We have seen,
however, that after the first step consisting in the elimination of unsatisfactory
alternatives, the analysis of the remaining four cars has been much more delicate.

Note also that if Thierry’s goal had been to rank order the cars in order of
decreasing preference, it is not sure that the kind of reasoning he used for just
choosing the best alternative for him would have fit the bill. In more complex
situations (when more alternatives remain after an initial elimination or more
criteria have to be considered or if a ranking of the alternatives is wanted), it may
appear necessary to use tools for modelling preferences.

There is another rather frequent circumstance in which more formal methods
are mandatory; if the decision-maker is bound to justify his decision to other per-
sons (shareholders, colleagues, . . . ), the evaluation system should be more system-
atic, for instance being able to cope with new alternatives that could be suggested
by the other people.

In the rest of this chapter, we discuss a few formal methods commonly used for
aggregating preferences. We report on how Thierry applied some of them to his
case and extrapolate on how he could have used the others. This can be viewed as
an ex post analysis of the problem, since the decision was actually made well before
Thierry became aware of multiple criteria methods. In his ex post justification
study, Thierry has in addition tried to derive a ranking of the alternatives that
would reflect his preferences.

6.2 The weighted sum

When dealing with multi-dimensional evaluations of alternatives, the basic and
almost natural (or perhaps, cultural?) attitude consists in trying to build a one-
dimensional synthesis, which would reflect the value of the alternatives on a syn-
thetic “super scale of evaluation”. This attitude is perhaps inherited from school
practice where all other performance evaluations of the pupils have long been (and
often still are) summarised in a single figure, a weighted average of their grades in
the various subjects. The problems raised by such a practice have been discussed
in depth in Chapter 3. We discuss the application of the weighted sum to the car
example below, emphasising the very strong hypotheses underlying the use of this
type of approach.

Starting from the standard situation of a set of alternatives a ∈ A evaluated
on n points of view by a vector g(a) = (g1(a), g2(a), . . . , gn(a)), we consider the
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value f(a) obtained by linearly combining the components of g , i.e.

f(a) = k1g1(a) + k2g2(a) + . . .+ kngn(a)(6.1)

Suppose, without loss of generality, that all criteria are to be maximised, i.e. the
larger the value gi(a), the better the alternative a on criterion i (if, on the contrary,
gi were to be minimised, substitute gi by −gi or use a negative weight ki). Once the
weights ki have been determined, choosing an alternative becomes straightforward:
the best alternative is the one associated with the largest values of f . Similarly,
a ranking of the alternatives is obtained by ordering them in decreasing order of
the value of f .

This simple and most commonly used procedure relies however on very strong
hypotheses that can seldom be considered plausibly satisfied. These problems
appear very clearly when trying to use the weighted sum approach on the car
example.

6.2.1 Transforming the evaluations

A look at the evaluations of the cars (see Table 6.2) prompts a remark that was
already made when we considered representing the “data” graphically. The ranges
of variation on the scales are very heterogeneous: from 13841 to 21334 on the cost
criterion; from 1.33 to 2.66 on criterion 4. Clearly, asking for values of the weights
ki in terms of the relative importance of the criteria without referring to the
scales would yield absurd results. The usual way out consists in normalising the
values on the scales but there are several manners of doing this. One consists in
dividing gi by the largest value on the ith scale, gi,max ; alternatively one might
subtract the minimal value gi,min and divide by the range gi,max − gi,min. These
normalisations of the original gi functions are respectively denoted g′i and g′′i in
the following formulae

g′i(a) =
gi(a)
gi,max

(6.2)

g′′i (a) =
gi(a)− gi,min

gi,max − gi,min
(6.3)

For simplicity, we suppose here that gi are positive. In the former case the maximal
value of g′i will be 1 while value 0 is kept fixed which means that the ratio of the
evaluations of any pair a, b of alternatives remains unaltered:

g′i(a)
g′i(b)

=
gi(a)
gi(b)

(6.4)

This transformation can be advanced when using ratio scales, in which the value
0 plays a special role. Statements such as “alternative a is twice as good as b on
criterion i” remain valid after transformation.

In the case of gi, the top evaluation will be mapped onto 1 while the bottom
one goes onto 0; ratios are not preserved but ratios in differences of evaluations
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do: for all alternatives a, b, c, d,

g′′i (a)− g′′i (b)
g′′i (c)− g′′i (d)

=
gi(a)− gi(b)
gi(c)− gi(d)

(6.5)

Such a transformation is appropriate for interval scales; it does not alter the
validity of statements like “the difference between a and b on criterion i is twice
the difference between c and d”.

Note that the above are not the only possible options for transforming the data;
note also that these transformations depend on the set of alternatives: considering
the 14 cars of the initial sample or the 4 cars retained after the first elimination
would yield substantially different results since the values gi,min and gi,max depend
on the set of alternatives.

6.2.2 Using the weighted sum on the case

Suppose we consider that 0 plays a special role in all scales and we choose the first
transformation option. The values of the gi’s that are obtained are shown in Table
6.4. A set of weights has been chosen which is, to some extent, arbitrary but seems
compatible with what is known about Thierry’s preferences and priorities. The
first three criteria receive negative weights namely and respectively −1, −2, −1
(since they have to be minimised), while the last two are given the weight .5. The
alternatives are listed in Table 6.4 in decreasing order of the values of f . As can
be seen in the last column of Table 6.4, this rough assignment of weights yields
car number 3 as first choice followed immediately by car number 11 which was
actually Thierry’s choice. Moreover, the difference in the values of f for those two
cars is tiny (less than .01) but we have no idea as to whether such a difference is
meaningful; all we can do is being very prudent in using such a ranking since the
weights were chosen in a rather arbitrary manner. It is likely that by varying the
weights slightly from their present value, one would readily get rank reversals i.e.
permutations of alternatives in the order of preference; in other words, the ranking
is not very stable. Varying the values that are considered imprecisely determined
is what is called sensitivity analysis; it helps to detect what the stable conclusions
in the output of a model are; this is certainly a crucial activity in a decision aiding
process.

6.2.3 Is the resulting ranking reliable?

Weights depend on scaling

To illustrate the lack of stability of the ranking obtained, let us consider Table
6.5 where the set of alternatives is reduced to the 4 cars remaining after the
elimination procedure; the re-scaling of the criteria yields values of gi that are
not the same as in Table 6.4 since gi,max depends on the set of alternatives. This
perturbation, without any change in the values of the weights, is sufficient to cause
a rank reversal between the leading two alternatives. Of course, one could prevent
such a drawback, by using a normalising constant that would not depend on the
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Weights ki Value
−1 −2 −1 0.5 0.5 f

Nr Name of cars Cost Accel Pick Brak Road
3 Nissan Sunny 0.80 0.94 0.84 1.00 0.77 -2.63

11 Peugeot 16V 0.82 0.92 0.84 0.88 0.85 -2.64
12 Peugeot 0.75 0.96 0.85 0.88 0.85 -2.66
10 Renault 19 0.80 0.97 0.91 0.88 1.00 -2.71
7 Honda Civic 0.89 0.91 0.86 0.88 0.62 -2.82
1 Fiat Tipo 0.86 1.00 0.89 0.88 0.92 -2.85
5 Mitsu Colt 0.71 0.96 0.86 0.62 0.54 -2.91
2 Alfa 33 0.72 0.98 1.00 0.75 0.77 -2.92
8 Opel Astra 0.86 0.94 0.85 0.62 0.62 -2.96
6 Toyota 0.65 1.00 0.88 0.50 0.62 -2.97
4 Mazda 323 0.72 0.99 0.86 0.62 0.46 -3.02
9 Ford Escort 0.93 0.95 0.83 0.75 0.54 -3.03

14 Renault 21 1.00 0.94 0.88 0.75 0.69 -3.04
13 Mitsu Galant 0.81 0.98 0.89 0.62 0.38 -3.15

Table 6.4: Normalising then ranking through a weighted sum

Weights ki Value
-1 -2 -1 0.5 0.5 f

Nr Name of car Cost Accel Pick Brak Road
11 Peugeot 16V 0.92 0.96 0.98 0.88 1.00 -2.876
3 Nissan Sunny 0.89 0.98 0.98 1.00 0.91 -2.890

12 Peugeot 0.84 1.00 0.99 0.88 1.00 -2.896
7 Honda Civic 1.00 0.95 1.00 0.88 0.73 -3.090

Table 6.5: Normalising then ranking a reduced set of alternatives
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set of alternatives, for instance the worst acceptable value (minimal requirement
for a performance to be maximised; maximal level of a variable to be minimised,
a cost, for instance) on each criterion; with such an option, the source of the lack
of stability would be the imprecision in the determination of the worst acceptable
value. Notice that the above problem has already been discussed in Chapter 4,
Section 4.1.1.

Conventional codings

Another comment concerns the figures used for evaluating the performances of the
cars on criteria 4 and 5. Recall that those were obtained by averaging equally
spaced numerical codings of an ordinal scale of evaluation. The obtained figures
presumably convey a less quantitative and more conventional meaning than for
instance acceleration performances measured in seconds in standardisable (if not
standardised) trials. These figures however are treated in the weighted sum just
like the “more quantitative” ones associated with the first three criteria. In par-
ticular, other codings of the ordinal scale might have been envisaged, for instance
codings with unequal intervals separating the levels on the ordinal scale. Some of
these codings could obviously have changed the ranking.

6.2.4 The difficulties of a proper usage of the weighted sum

The meaning of the weights

What is the exact significance of the weights in the weighted sum model? The
weights have a very precise and quantitative meaning; they are trade-offs: to
compensate for a disadvantage of ki units for criterion j, you need an advantage
of kj units for criterion i. An important consequence is that the weights depend
on the determination of the unit on each scale. In a weighted sum model that
would directly use the evaluations of the alternatives given in Table 6.2, it is clear
that the weight of criterion 2 (acceleration time) has to be multiplied by 60 if
times are expressed in minutes instead of seconds. This was implicitly a reason
for normalising the evaluations as was done through formulae 6.2 and 6.3. After
transformation, both g′i and g′′i are independent of the choice of a unit; yet they are
not identical and, in a consistent model, their weights should be different. Indeed,
we have

g′′i (a) =
gi,max

gi,max − gi,min
× g′i(a) + λi = κi × g′i(a) + λi(6.6)

where λi is a constant. Additive constants do not matter since they do not alter
the rating. So, unless gi,min = 0, g′′i is essentially related to g′i by a multiplicative
factor κi 6= 1; in order to model the same preferences through a weighted sum of
the g′′i and a weighted sum of the g′i , the weight k′′i of g′′i should be obtained by
dividing the weight k′i by κi. Obviously, the weights have to be assessed in relation
to a particular determination of the evaluations on each scale and eliciting them
in practice is a complex task. In any case, they certainly cannot be evaluated in a
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meaningful manner through naive questions about the relative importance of the
criteria; reference to the underlying scale is essential.

Up to this point we have considered the influence on the weights of multiplying
the evaluations by a positive constant. Note that translating the origin of a scale
has no influence on the ranking of the alternatives provided by the weighted sum
since it results in adding a (positive or negative) constant to f , the same for all
alternatives. There is still a very important observation that has to be made:
all scales used in the model are implicitly considered linear in the sense that
equal differences in values on a criterion result in equal differences in the overall
evaluation function f and this does not depend on the position of the interval
of values corresponding to that difference on the scale. For instance in the car
example, car number 12 is finally eliminated because it accelerates too slowly. The
difference between car 12 and car 3 with respect to acceleration is 0.6 between 29
seconds and 29.6 seconds. Does Thierry perceive this difference as almost equally
important as a difference of 0.7 between cars 11 and 3, the latter difference being
positioned between 28.3 seconds and 29 seconds on the acceleration scale? It seems
rather clear from Thierry’s motivations, that coming close to a performance of 28
seconds is what matters to him while cars above 29 seconds are unworthy. This
means that the gain for passing from 29.6 seconds to 29 seconds has definitely less
value than a gain of similar amplitude, say from 29 to 28.3 seconds. As will be
confirmed in the sequel (see Section 6.3 below), it is very unlikely that Thierry’s
preferences are correctly modelled by a linear function of the current scales of
performance.

Independence or interaction

The next issue is more subtle. Evaluations of the alternatives for the various points
of view taken into consideration by the decision-maker often show correlations; this
is because the attributes that are used to reflect these viewpoints are often linked
by logical or factual interdependencies. For instance, indicators of cost, comfort
and equipment, which may be used as attributes for assessing the alternatives for
those viewpoints, are likely to be positively correlated. This does not mean that
the corresponding points of view are redundant and that one should eliminate
some of them. One is perfectly entitled to work with attributes that are (even
strongly) correlated. That is the first point.

A second point is about independence. In order to use a weighted sum, the
viewpoints should be independent, but not in the statistical sense implying that
the evaluations of the alternatives should be uncorrelated! They should be in-
dependent with respect to preferences. In other words, if two alternatives that
share the same profile on a subset of criteria compare in a certain way in terms of
overall preferences, their relative position should not be altered when the profile
they share on a subset of criteria is substituted by any other common profile. On
the contrary, a famous example of dependence in the sense of preferences in a
gastronomic context is the following: the preference for white wine or red wine
usually depends on whether you are eating fish or meat. There are relatively sim-
ple tests for independence in the sense of preferences, which consist in asking the
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decision-maker about his preferences on pairs of alternatives that share the same
profile for a subset of attributes; varying the common profile should not reverse
the preferences when the points of view are independent. Independence is a nec-
essary condition for the representation of preferences by a weighted sum; it is not
a sufficient one of course.

There is a different concept that has been recently implemented for modelling
preferences. It is the concept of interacting criteria that was already discussed
in example 2 of Chapter 3. Suppose that in the process of modelling the prefer-
ences of the decision-maker, he declares that the influence of positively correlated
aspects should be dimmed and that conjoint good performances for negatively
correlated aspects should be emphasised. In our case for instance, criteria 2 and
3, respectively acceleration and suppleness, may be thought of as being positively
correlated. It may then prove impossible to model some preferences by means of a
weighted sum of the evaluations such as those in Table 6.2 (and even of transfor-
mations thereof such as obtained through formulae like 6.3). This does not mean
that no additive model would be suitable and it does not imply that the prefer-
ences are not independent (in the above-defined sense). In the next section we
shall study an additive model, more general than the weighted average, in which
the evaluations gi may be “re-coded” through using “value functions” ui. With
appropriate choices of u2 and u3 it may be possible to take the decision-maker’s
preferences about positively and negatively correlated aspects into account, pro-
vided they satisfy the independence property. If no re-coding is allowed (like in
the assessment of students, see Chapter 3) there is a non-additive variant of the
weighted average that could help modelling interactions among the criteria; in
such a model the weight of a coalition of criteria may be larger or smaller than
the sum of the weights of its components (see Grabisch (1996), for more detail on
non-additive averages).

Arbitrariness, imprecision and uncertainty

In the above discussion as well as in the presentation of our example we have
emphasised the many sources of uncertainty (lack of knowledge) and of imprecision
that bear on the figures used as input in the weighted sum. Let us summarise some
of them:

1. Uncertainty in the evaluation of the cost: the buying price as well as the
life-length of a second hand car are not known. This uncertainty can be
considered of stochastic nature; statistical data could help to master—to
some extent—such a source of uncertainty; in practice, it will generally be
very difficult to get sufficient relevant and reliable statistical information in
for this kind of problems.

2. Imprecision in the measurement of some quantities: for instance, how precise
is the measurement of the acceleration? Such an imprecision can be reduced
by making the conditions of the measurement as standard as possible and
can then be estimated on the basis of the precision of the measurement
apparatus.
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3. Arbitrary coding of non-quantitative data: re-coding of ordinal scales of
appreciation of braking and road-holding behaviour. Any re-coding that
respects the order of the categories would in principle be acceptable. To
master such an imprecision one could try to build quantitative indicators
for the criteria or try to get additional information on the comparison be-
tween differences of levels on the ordinal scale: for instance, is the difference
between “below average” and “average” larger than the difference between
“above average” and “exceptional”?

4. Imprecision in the determination of the trade-offs (weights ki); the ratios of
weights kj/ki must be elicited as conversion rates: a unit for criterion j is
worth kj/ki units for criterion i; of course, the scales must first be re-coded in
order that one unit difference on a criterion has the same “value” everywhere
on the scale (linearisation); these operations are far from obvious and as a
consequence, the imprecision of the linearisation process combines with the
inaccuracy in the determination of weights.

Making a decision

All these sources of imprecision have an effect on the precision of the determination
of the value of f that is almost impossible to quantify; contrary to what can (often)
be done in physics, there is generally little information on the size of the impre-
cisions; quite often, there is not even probabilistic information on the accuracy
of the evaluations. As a consequence, the apparently straightforward decision—
choosing the alternative with the highest value of f or ranking the alternatives in
decreasing order of the values of f—might be unconsidered as illustrated above.
The usual way out is extensive sensitivity analysis, which could be described as
part of the validation of the model. This part of the job is seldom carried out
with the required exhaustivity because it is a delicate task at least in two respects.
On the one hand there are many possible strategies for varying the values of the
imprecisely determined parameters; usually parameters are varied one at a time
which is not sufficient but is possibly tractable; the range in which the parameters
must be varied is not even clear as suggested above. On the other hand, once
the sensitivity analysis has been performed, one is likely to be faced with several
almost equally valuable alternatives; in the car problem for instance, the simple
remarks made above strongly suggest that it will be very difficult to discriminate
between cars 3 and 11.

In view of the previous discussion, there are two main approaches to solve the
difficulties raised by the weighted sum:

1. Either one tries to prepare the inputs of the model (linearised evaluations and
trade-offs) as carefully as possible, paying permanent attention to reducing
imprecision and finishing with extensive sensitivity analysis;

2. Or one takes imprecision into account from the start, by avoiding to exploit
precise values when knowing that they are not reliable but rather working
with classes of values and ordered categories. Note that imprecision may well
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lie in the link between evaluations and preferences rather than in the eval-
uations themselves; detailed preferential information, even extracted from
perfectly precise evaluations, may prove rather difficult to elicit.

The former option will lead us to the construction of multi-attribute value or
utility functions, while the latter leads to the outranking approach. These two
approaches will be developed in the sequel. There is however a whole family of
methods that we shall not consider here, the so-called interactive methods (Steuer
(1986), Vincke (1992), Teghem (1996)). These implement various strategies for
exploring the efficient boundary, i.e. the set of non-dominated solutions; the ex-
ploration jumps from one solution to another; it is guided by the decision-maker
who is asked to tell, for instance, which characteristics of the current solution he
would like to see improved. Such methods are mainly designed for dealing with
infinite and even continuous sets of alternatives; moreover, they do not lead to an
explicit model of the decision-maker’s preferences. On the contrary, we have set-
tled on problems with a (small) finite number of alternatives and we concentrate
on obtaining explicit representations of the decision-maker’s preferences.

6.2.5 Conclusion

The weighted sum is useful for obtaining a quick and rough draft of an overall
evaluation of the alternatives. One should however keep in mind that there are
rather restrictive assumptions underlying a proper use of the weighted sum. As a
conclusion to this section we summarise these conditions.

1. Cardinal character of the evaluations on all scales. The evaluations
of the alternatives for all criteria are numbers and these values are used as
such even if they result from the re-coding of ordinal data.

2. Linearity of each scale. Equal differences between values on scale i,
whatever the location of the corresponding intervals on the scale (at the
bottom, in the middle or at the top of the scale), produce the same effect on
the overall evaluation f : if alternatives a, b, c, d are such that gi(a)−gi(b) =
gi(c)− gi(d) for all i, then f(a)− f(b) = f(c)− f(d).

3. The weights are trade-offs. Weights depend on the scaling of the cri-
teria; transforming the (linearised) scales results in a related transformation
of the weights. Weights tell how many units on the scale of criterion i are
needed to compensate one unit of criterion j.

4. Preference independence. Criteria do not interact. This property,
called preference independence, can be formulated as follows. Consider two
alternatives that share the same evaluation on at least one criterion, say
criterion i. Varying the level of that common value on criterion i does not
alter the way the two alternatives compare in the overall ranking.
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6.3 The additive multi-attribute value model

Our analysis of the weighted sum brought us very close to the requirements for
additive multi-attribute value functions. The most common model in multiple
criteria decision analysis is a formalisation of the idea that the decision-maker,
when making a decision, behaves as if he was trying to maximise a quantity called
utility or value (the term “utility” tends nowadays to be used preferably in the
context of decision under risk, but we shall use it sometimes for “value”).
This postulates that all alternatives may be evaluated on a single “super-scale”
reflecting the value system of the decision-maker and his preferences. In other
words, the alternatives can be “measured”, in terms of “worth” on a synthetic
dimension of value or utility. Accordingly, if we denote by % the overall preference
relation of the decision-maker on the set of alternatives, this relation relates to the
values u(a), u(b) of the alternatives in the following way:

a % b iff u(a) ≥ u(b)(6.7)

As a consequence, the preference relation % on the set of alternatives is a complete
preorder, i.e. a complete ranking possibly with ties. Of course, the value u(a)
usually is a function of the evaluations {gi(a), i = 1, . . . , n}. If this function is
a linear combination of gi(a), i = 1, . . . , n, we get back to the weighted sum. A
slightly more general case is the following additive model:

u(a) =
n∑

i=1

ui(gi(a))(6.8)

where the function ui (single-attribute value function) is used to re-code the
original evaluation gi in order to linearise it in the sense described in the previous
section; the weights ki are incorporated in the ui functions. The additive value
function model can thus be viewed as a clever version of the weighted sum since it
allows us to take some of the objections—mainly the second hypothesis in Section
6.2.5—against a naive use of it into account. Note however that the imprecision
issue is not dealt with inside the model (sensitivity analysis has to be performed
in the validation phase, but is neither part of the model nor straightforward in
practice); the elicitation of the partial value functions ui may also be a difficult
task.

Much effort has been devoted to characterising various systems of conditions
under which the preferences of a decision-maker can be described by means of
an additive value function model. Depending on the context, some systems of
conditions may be interpretable and tested, at least partially, i.e. it may be possible
to ask the decision-maker questions that will determine whether an additive value
model is compatible with what can be perceived of his system of preferences. If the
preferences of the decision-maker are compatible with an additive value model, a
method of elicitation of the ui’s may then be used; if not, another model should be
looked for: a multiplicative model or, more generally, a non-additive one, a non-
independent one, a model that takes imprecision more intrinsically into account,
etc. (see Krantz, Luce, Suppes and Tversky (1971), Chapter 7, Luce, Krantz,
Suppes and Tversky (1990), Vol. 3, Chapter 19).
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6.3.1 Direct methods for determining single-attribute
value functions

A large number of methods have been proposed to determine the u′is in an additive
value function model. For an accessible account of such methods, the reader is
referred to von Winterfeldt and Edwards (1986), Chapter 8.

There are essentially two families of methods, one based on direct numerical
estimations and the other on indifference judgements. We briefly describe the
application of a technique of the latter category relying on what is called dual
standard sequences, (Krantz et al. (1971), von Winterfeldt and Edwards (1986),
Wakker (1989)) that builds a series of equally spaced intervals on the scale of
values.

An assessment method based on indifference judgments

Suppose we want to assess the u′is in an additive model for the Cars case. It is
assumed that the suitability of such a model for representing the decision-maker’s
preferences has been established. Consider a pair of criteria, say Cost and Ac-
celeration. We are going to outline a simulated dialog between an analyst and
a decision-maker that could yield an assessment of u1 and u2, the corresponding
single-attribute value functions, for ranges of evaluations corresponding to accept-
able cars. Note that we start the construction of the sequence from a “central
point” instead of taking a “worst point” (see for instance von Winterfeldt and
Edwards (1986), pp. 267 sq for an example starting from a worst point)

The range for the cost will be the interval between 21 500e to 13 500e and
from 28 to 31 seconds for acceleration. First ask the decision-maker to select a
“central point” corresponding to medium range evaluations on both criteria. In
view of the set of alternatives selected by Thierry, let us start with (17 500, 29.5) as
“average” values for cost and acceleration. Also ask the decision-maker to define a
unit step on the cost criterion; this step will consist, say, of passing from a cost of
17 500e to 16 500e. Then the standard sequence is constructed by asking which
value x1 for the acceleration would make a car costing 16 500e and accelerating
in 29.5 seconds indifferent to a car costing 17 500e and accelerating in x1 seconds.
Suppose the answer is 29.2 meaning that from the chosen starting point, a gain
of 0.3 second on the acceleration time is worth an increase of 1 000e in cost. The
answer could be explained by the fact that at the starting level of performance
for the acceleration criterion, the decision-maker is quite interested by a gain in
acceleration time. Relativising the gains as percentages of the half range from
the central to the best values on each scale, this means that the decision-maker
is ready to lose 1000

4000=25% of the potential reduction in cost for gaining .3
1.5=20%

of acceleration time. We will say in the sequel that the parity is equal when the
decision-maker agrees to exchange a percentage of the half range on a criterion
against an equal percentage on another criterion.

The second step in the construction of the standard sequence is asking the
decision-maker which value to assign to x2 to have (16 500, 29.2) ∼ (17 500, x2),
where ∼ denotes “indifferent to”. The answer might be, for instance, 28.9. Con-
tinuing along the same line would for instance yield the following sequence of
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Figure 6.5: Single-attribute value function for acceleration criterion (half range)

indifferences:
(16 500, 29.5) ∼ (17 500, 29.2)
(16 500, 29.2) ∼ (17 500, 28.9)
(16 500, 28.9) ∼ (17 500, 28.7)
(16 500, 28.7) ∼ (17 500, 28.5)
(16 500, 28.5) ∼ (17 500, 28.3)
(16 500, 28.3) ∼ (17 500, 28.1)

Such a sequence gives the analyst an approximation of the single-attribute
value function u2, on the half range from 28 to 29.5 seconds but it is easy to devise
a similar procedure for the other half range, from 29.5 to 31. Figure 6.5 shows the
re-coding u2 of the evaluations g2 on the interval [28, 29.5]; there are two linear
parts in the graph: one ranging from 28 to 28.9 where the slope is proportional to
1
.2 and the other valid between 28.9 and 29.5 with a slope proportional to 1

.3 .
From there, using the same idea, one is able to re-code the scale of the cost cri-

terion into the single-attribute value function u1. Then, considering (for instance)
the cost criterion with criteria 3, 4 and 5 in turn, one obtains a re-coding of each
gi into a single-attribute value function ui.

The trade-off between u1 and u2 is easily determined through solving the fol-
lowing equation that just expresses the initial indifference in the standard sequence
(16 500, 29.5) ∼ (17 500, 29.2)

k1u1(16 500) + k2u2(29.5) = k1u1(17 500) + k2u2(29.2)

from which we get
k2

k1
=
u1(16 500)− u1(17 500)
u2(29.2)− u2(29.5)

.
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If we set k1 to 1, this formula yields k2 and the trade-offs k3, k4 and k5 are obtained
similarly. Notice that the re-coding process of the original evaluations into value
functions results in a formulation in which all criteria have to be maximised (in
value).

The above procedure, although rather intuitive and systematic is also quite
complex; the questions are far from easy to answer; starting from one reference
point or another (worst point instead of central point) may result in variations in
the assessments. There are however many possibilities for checking for inconsisten-
cies. Assume for instance that a single-attribute value function has been assessed
by means of a standard sequence that links its scale to the cost criterion; one
may validate this assessment by building a standard sequence that links its scale
to another criterion and compare the two assessments of the same value function
obtained in this way; hopefully they will be consistent; otherwise some sort of
retroaction is required.

Note finally that such methods may not be used when the scale on which the
assessments are made only has a finite number of degrees instead of being the set
of real numbers; at least numerous and densely spaced degrees are needed.

Methods relying on numerical judgements

In another line of methods, simplicity and direct intuition are more praised than
scrupulous satisfaction of theoretical requirements, although the theory is not
ignored. An example is SMART (“Simple Multi-Attribute Rating Technique”),
developed by W. Edwards, which is more a collection of methods than a single
one. We just outline here a variant referring to von Winterfeldt and Edwards
(1986), pp. 278 sq., for more details. In order to re-code, say, the evaluations for
the acceleration criterion, one initially fixes two “anchor” points that may be the
extreme values of the evaluations on the set of acceptable cars, here 28 and 31
seconds. On the value scale, the anchor points are associated to the endpoints of a
conventional interval of values, for instance 31 to 0 and 28 to 100. Since 29 seconds
seems to be the value under which Thierry considers that a car becomes definitely
attractive from the acceleration viewpoint, it should be assigned to the interval
[28, 29] a range of values larger than 1

3 , its size (in relative terms) in the original
scale. Thierry could for instance assign 29 seconds to 50 on the value scale. Then
28.5 and 30 could be located respectively in 70 and 10, yielding the initial sketch
of a value function shown on Figure 6.6(a), (with linear interpolation between the
specified values. This picture can be further improved by asking Thierry to see
whether the relative spacings of the locations correctly reflect the strength of his
preferences. Thierry might say that almost the same gain in value (40) from 30
seconds to 29 as from 29 to 28 (gain of 50) is unfair and he could consequently
propose to lower to 40 the value associated with 29 seconds; he also lowers to 65
the value of 28.5 seconds. Suppose he is then satisfied with all other differences
of values; the final version is drawn in Figure 6.6(b). A similar work has to be
carried over for all criteria and the weights must be assessed.

The weights are usually derived through direct numerical judgements of relative
attribute importance. Thierry would be asked to rank-order the attributes; an
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Figure 6.6: Value function for acceleration criterion: (a) initial sketch; (b) final,
with initial sketch in dotted line

“importance” of 10 could be arbitrarily assigned to the least important criterion
and the importance of each other criterion should be assessed in relation to the least
important one, directly as an estimation of the ratio of weights. This approach
in terms of “importance” can be and has been criticised. In assessing the relative
weights no reference is made to the underlying scales. This is not appropriate
since weights are trade-offs between units on the various value scales and must
vary with the scaling.

For instance, on the acceleration value scale that is normalised in the 0-100
range, the meaning of one unit varies depending on the range of original evalua-
tions (acceleration measured in seconds) that are represented between value 0 and
value 100 of the value scale. If we had considered that the acceleration evaluations
of admissible cars range from 27 to 32 seconds, instead of from 28 to 31, we would
have constructed a value function u′2 with u′2(32) = 0 and u′2(27) = 100; a differ-
ence of one unit of value on the scale u2 illustrated in Figure 6.6 corresponds to a
(less-than-unit) difference of u′2(28)−u′2(31)

100 on the scale u′2. The weight attached to
that criterion must vary in inverse proportion to the previous factor when passing
from u2 to u′2. It is unlikely that a decision-maker would take the range of evalua-
tions into account when asked to assess weights in terms of relative “importance”
of criteria, a formulation that seems independent of the scalings of the criteria.
A way of avoiding these difficulties is to give up the notion of importance that
seems misleading in this context and to use a technique called swing-weighting ;
the decision-maker is asked to compare alternatives that “swing” between the
worst and the best level for each attribute in terms of their contribution to the
overall value. The argument of simplicity in favour of SMART is then lost since
the questions to be answered are similar, both in difficulty and in spirit, to those
raised in the approach based on indifference judgements.
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6.3.2 AHP and Saaty’s eigenvalue method

The eigenvalue method for assessing attribute weights and single-attribute value
functions is part of a general methodology called “Analytic Hierarchy Process”; it
consists in structuring the decision problem in a hierarchical manner (as it is also
advocated for building value functions, for instance in Keeney and Raiffa (1976)),
constructing numerical evaluations associated with all levels of the hierarchy and
aggregating them in a specific fashion, formally a weighted sum of single-attribute
value functions (see Saaty (1980), Harker and Vargas (1987)).

In our case, the top level of the hierarchy is Thierry’s goal of finding the best
car according to his particular views. The second level consists in the 5 criteria
into which his global goal can be decomposed. The last level can be described as
the list of potential cars. Thus the hierarchical tree is composed of 1 first level
node, 5 second level nodes and 5 times 14 third level nodes also called leaves.
What we have to determine is the “strength” or priority of each element of a level
in relation to their importance for an element in the next level.

The assessment of the nodes may start (as is usually done) from the bottom
nodes; all nodes linked to the same parent node are compared pairwise; in our
case this amounts to comparing all cars from the point of view of a criterion and
repeating this for all criteria. The same is then done for all criteria in relation to the
top node; the influence of all criteria on the global goal are also compared pairwise.
At each level, the pairwise comparison of the nodes in relation to the parent node is
done by means of a particular method that allows, to some extent, to detect and
correct inconsistencies. For each pair of nodes a, b, the decision-maker is asked
to assess the “priority” of a as compared to the “priority” of b. The questions
are expressed in terms of “importance” or “preference” or “likelihood” according
to the context. It is asked for instance how much alternative a is preferred to
alternative b from a certain point of view. The answers may be formulated either
on a verbal or a numerical scale. The levels of the verbal scale correspond to
numbers and are dealt with as such in the computations. The conversion of verbal
levels into numerical levels is described in Table 6.6. There are five main levels on
the verbal scale, but 4 intermediary levels that correspond to numerical codings
2, 4, 6, 8 can also be used. For instance, the level “Moderate” corresponds to an
alternative that is preferred 3 times more than another or a criterion that is 3
times more important than another. Such an interpretation of the verbal levels
has very strong implications; it means that preference, importance and likelihood
are considered as perceived on a ratio scale (much like sound intensity). This is
indeed Saaty’s basic assumption; what the decision-maker expresses as a level on
the scale is postulated to be the ratio of values associated to the alternatives or
the criteria. In other words, a number f(a) is assumed to be attached to all a;
when comparing a to b, the decision-maker is assumed to give an approximation
of the ratio f(a)

f(b) . Since verbal levels are automatically translated into numbers in
Saaty’s method, we shall concentrate on assessing directly on the numerical scale.

Let α(a, b) denote the level of preference (or of relative importance) of a over b
expressed by the decision-maker; the results of the pairwise comparisons may thus
be encoded in a square matrix α. If Saaty’s hypotheses are correct, there should
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Verbal Equal Moderate Strong Very strong Extreme
Numeric 1 3 5 7 9

Table 6.6: Conversion of verbal levels into numbers in Saaty’s pairwise comparison
method; e.g. “Moderate” means “3 times more preferred”

be some sort of consistency between elements of α, namely, for all a, b, c,

α(a, c) ≈ α(a, b)× α(b, c)(6.9)

and in particular,

α(a, b) ≈ 1
α(b, a)

(6.10)

In view of the latter relation, only one half (roughly) of the matrix has to be
elicited, which amounts to answering n(n−1)

2 questions.
Relation (6.9) implies that all columns of matrix α should be approximately

proportional to f . The pairwise comparisons enable to

1. detect departure from the basic hypothesis in case the columns of α are too
far from proportional;

2. correct errors made in the estimation of the ratios; some sort of averaging of
the columns is performed yielding an estimation of f .

A test based on statistical considerations allows the user to determine whether the
assessments in the pairwise comparison matrix show sufficient agreement with the
hypothesis that they are approximations of f(a)

f(b) , for an unknown f . If the test
conclusion is negative, it is recommended either to revise the assessments or to
choose another approach more suitable for the type of data.

If one wants to apply AHP in a multiple criteria decision problem, pairwise
comparisons of the alternatives must be performed for each criterion; criteria must
also be compared in a pairwise manner to model their importance. This process
results in functions ui that evaluate the alternatives on each criterion i and in
coefficients of importance ki. Each alternative a is then assigned an overall value
v(a) computed as

v(a) =
n∑

i=1

kiui(a)(6.11)

and the alternatives can be ranked according to the values of v.

Applying AHP to the case

Since Thierry did not apply AHP to his analysis of the case, we have answered
the questions on pairwise comparisons on the basis of the information contained in
his report. For instance, when comparing cars on the cost criterion, more weight
will be put on a particular cost difference, say 1 000e, when located in the range
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from 17 500e to 21 500e than when lying between 13 500e and 17 500e. This
corresponds to the fact that Thierry said he is rather insensitive to cost differences
up to about 17 500e, which is the amount of money he had budgeted for his car.
For the sake of concision, we have restricted our comparisons to a subset of cars,
namely the top four cars plus the Renault 19, Mazda 323 and Toyota Corolla.

A major issue in the assessment of pairwise comparisons, for instance of alter-
natives in relation to a criterion, is to determine how many times a is preferred to b
on criterion i from looking at the evaluations gi(a) and gi(b). Of course the (ratio)
scale of preference on i is not in general the scale of the evaluations gi. For ex-
ample, Car 11 costs approximately 17 500e and Car 12 costs about 16 000e. The
ratio of these costs, 17 500

16 000 , is equal to 1.09375 but this does not necessarily mean
that Car 12 is preferred 1.09375 times more than Car 11 on the cost criterion; this
is because the cost evaluation does not measure the preferences directly. Indeed, a
transformation (re-scaling) is usually needed to go from evaluations to preferences;
for the cost, according to Thierry himself, the transformation is not linear since
equal ratios corresponding to costs located either below or above 17 500e do not
correspond to equal ratios of preference. But even in linear parts, the question
is not easily answered. A decision-maker might very well say that Car 12 is 1.5
times more preferred than Car 11 for the cost criterion; or he could say 2 times or
4 times. All depends on what the decision-maker would consider as the minimum
possible cost; for instance (supposing that the transformation of cost into prefer-
ence is linear), if Car 12 is declared to be 1.5 times more preferred to Car 11, the
zero of the cost scale x would be such that

17 500− x

16 000− x
= 1.5 ,

i.e. x = 14 500e. The problem is even more crucial for transforming scales such
as those on which braking or road-holding are evaluated. For instance, how many
times is Car 3 preferred to Car 10 with respect to the braking criterion? In other
words, how many times is 2.66 better than (preferred to) 2.33?

Similar questions arise for the comparison of importance of criteria. We discuss
the determination of the “weights” ki of the criteria in formula 6.11 below. For
computing those weights, the relative importance of each criterion with respect
to all others must be assessed. Our assessments are shown in Table 6.7. We
made them directly in numerical terms taking into account a set of weights that
Thierry considered as reflecting his preferences; those weights have been obtained
using the Prefcalc software and a method that is discussed in the next session.
By default, the blanks on the diagonal should be interpreted as 1’s; the blanks
below the diagonal are supposed to be 1 over the corresponding value above the
diagonal, according to equation 6.10.

Once the matrix in Table 6.7 has been filled, several algorithms can be proposed
to compute the “priority” of each criterion with respect to the goal symbolised by
the top node of the hierarchy (under the hypothesis that the elements of the
assessment matrix are approximations of the ratios of those priorities). The most
famous algorithm, which was initially proposed by Saaty, consists in computing
the eigenvector of the matrix corresponding to the largest eigenvalue (see Harker
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Relative importance Cost Accel Pick-up Brakes Road-h
Cost 1.5 2 3 3
Acceleration 1.5 2 2
Pick-up 1.5 1.5
Brakes 1
Road-holding

Table 6.7: Assessment of the comparison of importance for all pairs of criteria.
For instance, the number 2 at the intersection of 1st row and 3rd column means
that “Cost” is considered twice as important as “Pick-up’

and Vargas (1987), for an interpretation of the “eigenvector method” as a way
of “averaging ratios along paths”). Since eigenvectors are determined up to a
multiplicative factor, the vector of priorities is the normalised eigenvector whose
components sum up to unity; the special structure of the matrix (reciprocal matrix)
guarantees that all priorities will be positive. Alternative methods for correcting
inconsistencies have been elaborated; most of them are based on some sort of
a least squares criterion or on computing averages (see e.g. Barzilai, Cook and
Golany (1987) who argue in favour of a geometric mean). Applying the eigenvector
method to the matrix in Table 6.7, one obtains the following values that reflect
the importance of the criteria:

(.352, .241, .172, .117, .117)

.
Note that only the lowest degrees of the 1 to 9 scale have been used in Table 6.7.

This means that the weights are not perceived as very contrasted; in order to get
the sort of gradation of the weights as above (the ratio of the highest to the lowest
value is about 3), some comparisons have been assessed by non-integer degrees,
which normally are not available on the verbal counterpart of the 1 to 9 scale
described in Table 6.6. When the assessments are made through this verbal scale,
approximations should be made, for instance by saying that cost and acceleration
are equally important and substituting 1.5 by 1. Note that the labelling of the
degrees on the verbal scale may be misleading; one would quite naturally qualify
the degree to which “Cost” is more important than “Acceleration” as “Moderate”
until it is fully realised that “Moderate” means “three times as important”; using
the intermediary level between “Equal” and “Moderate” would still mean “twice
as important”.

It should be emphasised that the “eigenvalue method” is not linear. What
would have changed if we had scaled the importance differently, for instance as-
sessing the comparisons of importance by degrees twice as large as those in Table
6.7 (except for 1’s that remain constant)? Would the coefficients of importance
have been twice as large? Not at all! The resulting weights would have been much
more contrasted, namely:

(.489, .254, .137, .060, .060) .
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Name of car Nr 7 11 3 12 10 4 6
Honda Civic 7 1.0 1.0 2.0 4.0 4.0 5.0 5.0
Peugeot 309/16V 11 1.0 1.0 2.0 3.0 4.0 4.0 4.0
Nissan Sunny 3 0.50 0.50 1.0 1.50 2.0 3.0 3.0
Peugeot 309 12 0.25 0.33 0.67 1.0 1.0 2.0 2.0
Renault 19 10 0.25 0.25 0.5 1.0 1.0 1.0 1.5
Mazda 323 4 0.2 0.25 0.33 0.5 1.0 1.0 1.0
Toyota Corolla 6 0.2 0.25 0.33 0.5 0.67 1.0 1.0

Table 6.8: Pairwise comparisons of preferences of 7 cars on the acceleration crite-
rion

Using the latter set of weights instead of the former would substantially change the
values attached to the alternatives through formula 6.11 and might even alter their
ordering. So, contrary to the determination of the trade-offs in an additive value
model (which may be re-scaled through multiplying them by a positive number,
without altering the way in which alternatives are ordered by the multi-attribute
value function), there is no degree of freedom in the assessment of the ratios in
AHP; in other words, these assessments are made on an absolute scale.

As a further example, we now apply the method to determine the evaluation
of the alternatives in terms of preference on the “Acceleration” criterion. Suppose
the pairwise comparison matrix has been filled as shown in Table 6.8, in a way
that seems consistent with what we know of Thierry’s preferences. Applying the
eigenvalue method yields the following “priorities” attached to each of the cars in
relation to acceleration:

(.2987, .2694, .1507, .0934, .0745, .0584, .0548).

A picture of the resulting re-scaling of that criterion is provided in Figure
6.7; the solid line is a linear interpolation of the priorities in the eigenvector. A
re-scaling of the same criterion had been obtained through the construction of a
standard sequence (see Figure 6.5). Comparing these scales is not straightforward.
Notice that the origin is arbitrary in the single-attribute value model; one may add
any constant number to the values without changing the ranking of the alternatives
(a term equal to the constant number times the trade-off associated to the attribute
would just be added to the multi-attribute value function); since trade-offs depend
on the scaling of their corresponding single-attribute value function, changing the
unit on the vertical axis amounts to multiplying ui by a positive number; the
corresponding trade-off must then be divided by the same number. In the multi-
attribute value model, the scaling of the single-attribute value function is related
to the value of the trade-off; transformation of the former must be compensated
for by transforming the latter. In AHP since the assessments of all nodes are
made independently, no transformation is allowed. In order to compare the two
figures, one may transform the value function of Figure 6.5 so it coincides with
AHP priority on the extreme values of the acceleration half range, i.e. 28 and 29.5.
Figure 6.7 shows the transformed single-attribute value function superimposed
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Figure 6.7: Priorities relatively to acceleration as obtained through the eigenvector
method are represented by the solid line; the linearly transformed single-attribute
values of Figure 6.5 are represented by the dotted line on the range from 28 to
29.5 seconds

(dotted line) on the graph of the priorities. There seems to be a good fit of the
two curves but this is only an example from which no general conclusion can be
drawn.

Comments on AHP

Although the models for describing the overall preferences of the decision-maker
are identical in multi-attribute value theory and in AHP, this does not mean that
applying the respective methodologies of these theories normally yields the same
overall evaluation of the alternatives. There are striking differences between the
two approaches from the methodological point of view. The ambition of AHP is
to help construct evaluations of the alternatives for each viewpoint (in terms of
preferences) and of the viewpoints with regard to the overall goal (in terms of
importance); these evaluations are claimed to belong to a ratio scale, i.e. to be
determined up to a positive multiplicative constant. Since the eigenvalue method
yields a particular determination of this constant and this determination is not
taken into account when assessing the relative importance of the various criteria,
the evaluations in terms of preference must be considered as if they were made on
an absolute scale, which has been repeatedly criticised in the literature (see for
instance Belton (1986) and Dyer (1990)). This weakness (that can also be blamed
on direct rating techniques, as mentioned above) could be corrected by asking the
decision-maker about the relative importance of the viewpoints in terms of passing
from the least preferred value to the most preferred value on criterion i compared
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to a similar change on criterion j (Dyer 1990). Taking this suggestion into account
would however go against one of the basic principles of Saaty’s methodology, i.e.
the assumption that the assessments at all levels of the hierarchy can be made
along the same procedure and independently of the other levels. That is probably
why the original method, although seriously attacked, has remained unchanged.

AHP has been criticised in the literature in several other respects. Besides the
fact already mentioned that it may be difficult to reliably assess comparisons of
preferences or of importance on the standard scale described in Table 6.6, there
is an issue about AHP that has been discussed quite a lot, namely the possibility
of rank reversal. Suppose alternative x is removed from the current set and
nothing is changed to the pairwise assessments of the remaining alternatives; it
may happen that an alternative, say, a among the remaining ones could now be
ranked below an alternative b whilst it was ahead of b in the initial situation. This
phenomenon was discussed in Belton and Gear (1983) and Dyer (1990) (see also
Harker and Vargas (1987) for a defense of AHP).

6.3.3 An indirect method for assessing single-attribute value
functions and trade-offs

Various methods have been conceived in order to avoid direct elicitation of a
multi-attribute value function. A class of such methods consists in postulating
an additive value model (as described in formulae 6.7 and 6.8) and inferring all
together the shapes of all single-attribute value functions and the values of all
the trade-offs from declared global preferences on a subset of well-known alterna-
tives. The idea is thus to infer a general preference model from partial holistic
information about the decision-maker’s preferences.

Thierry used a method of disaggregation of preferences described in Jacquet-
Lagrèze and Siskos (1982); it is implemented in a software called Prefcalc, which
computes piece-wise linear single-attribute value functions and is based on linear
programming (see also Jacquet-Lagrèze (1990), Vincke (1992)). More precisely,
the software helps to build a function

u(a) =
n∑

i=1

ui(gi(a))

such that a % b ⇐⇒ u(a) ≥ u(b). Without loss of generality, the lowest (resp.
highest) value of u is conventionally set to 0 (resp. 1); 0 (resp. 1) is the value of an
(fictitious) alternative whose assessment on each criterion would be to the worst
(resp. best) evaluation attained for the criterion on the current set of alternatives.
This fictitious alternative is sometimes called the anti-ideal (resp. ideal) point.
In our example, the “anti-ideal” car, costs 21 334e, needs 30.8 seconds to cover
1 km starting from rest and 41.6 seconds, starting in fifth gear at 40km/h; its
performance regarding brakes and road-holding are respectively 1.33 and 1.25.
The “ideal car” on the opposite side of the range, costs 13 841e, needs 28 seconds
to cover 1km starting from rest and 34.7 seconds, starting in fifth gear at 40km/h;
its performance regarding brakes and road-holding are respectively 2.66 and 3.25.
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13.84 21.3317.59

Cost .43

28 3029

Acc .23

34 4238

Pick .13

1.3 2.72.0

Brake .1

1.2 3.22.2

Road .1

Figure 6.8: Single-attribute value functions computed by means of Prefcalc in the
“Choosing a car” problem; the value of the trade-off is written in the right upper
corner of each box

The shape of the single-attribute value function for the cost criterion for in-
stance is modelled as follows. The user fixes the number of linear pieces; suppose
that you decide to set it to 2 (which is a parsimonious option and the default
value proposed in Prefcalc); the single-attribute value function of the cost could
for instance be represented as in Figure 6.8. Note that the maximal value of the
utility (reached for a cost of 13 841e) is scaled in such a way that it corresponds
to the value of the trade-off associated with the cost criterion, i.e. .43 in the exam-
ple shown in Figure 6.8. Note also that with two linear pieces, one for each half
of the cost range, the single-attribute value function is completely determined by
two numbers, i.e. the utility value at mid-range and the maximal utility. Those
values, say u1,1, u1,2 are variables of the linear program that Prefcalc writes and
solves. The pieces of information on which the formulation of the linear program
relies are obtained from the user. The user is asked to select a few alternatives
that he is familiar with and feels able to rank-order according with his overall
preferences. The ordering of these alternatives, which include the fictitious ideal
and anti-ideal ones, induces the corresponding order on their overall value and
hence, generates constraints of the linear program. Prefcalc then tries to find
levels ui,1, ui,2 for each criterion i, which will make the additive value function
compatible with the declared information. If the program is not contradictory,
i.e. if an additive value function (with 2-piece piece-wise linear single-attribute
value functions) proves compatible with the preferences, the system tries to find a
solution among all feasible solutions, that maximises the discrimination between
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the selected alternatives. If no feasible solution can be found, the system proposes
to increase the number of variables of the model, for instance by using a higher
number of linear pieces in the description of the single-attribute value functions.

This method could be described as a learning process; the system fits the
parameters of the model on the basis of partial information about the user’s pref-
erences; the set of alternatives on which the user declares his global preferences
may be viewed as a learning set. For more details on the method, the reader is
referred to Vincke (1992), Jacquet-Lagrèze and Siskos (1982).

In his ex post study Thierry selects five cars, besides the ideal and anti-ideal
ones and ranks them in the following order:

1. Peugeot 309 GTI 16 (Car 11)

2. Nissan Sunny (Car 3)

3. Mitsubishi Galant (Car 13)

4. Ford Escort (Car 9)

5. Renault 21 (Car 14)

This ranking is compatible with an additive value function. Such a compatible
value function is described in Figure 6.8.

Thierry examines this result and makes the following comments. He agrees
with many features of the fitted single-attribute value functions and in particular
with,

1. the lack of sensitivity in the price in the range from 13 841e to 17 576e (he
was a priori estimating his budget at about 17 500e);

2. the high importance (weight = .23) given to approaching 28 seconds on the
“acceleration” criterion (above 29 seconds, the car is useless since a difference
of 1 second in acceleration results in the faster car being two car lengths
ahead of the slower one at the end of the test; Thierry declares this criterion
to be the second most important after cost (weight = .43);

3. the importance (weight = .13) of getting as close as possible to 34 seconds in
the acceleration test starting from 40 km/h (above 38 seconds he agrees that
the car loses all attractiveness; the car is not only used in competition; it
must be pleasant in everyday use and hence, the third criterion has a certain
importance although it is of less importance than the second one);

4. the modelling of the road-holding criterion.

However, Thierry disagrees with the modelling of the braking criterion, which
he considers equally important as road-holding. He believes that the relative
importance of the fourth and fifth criteria should be revised. Thierry then looks
at the ranking of the cars according to the computed value function. The ranking
as well as the multi-attribute value assigned to each car are given in Table 6.9.
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Rank Cars Value
1 * Peugeot 309/16 (Car 11) 0.84
2 * Nissan Sunny (Car 3) 0.68
3 Renault 19 (Car 10) 0.66
4 Peugeot 309 (Car 12) 0.65
5 Honda Civic (Car 7) 0.61
6 Fiat Tipo (Car 1) 0.54
7 Opel Astra (Car 8) 0.54
8 Mitsubishi Colt (Car 5) 0.53
9 Mazda 323 (Car 4) 0.52

10 Toyota Corolla (Car 6) 0.50
11 Alfa 33 (Car 2) 0.49
12 * Mitsubishi Galant (Car 13) 0.48
13 * Ford Escort (Car 9) 0.32
14 * R 21 (Car 14) 0.16

Table 6.9: Ranking obtained using Prefcalc. The cars ranked by Thierry are those
marked with a *

Thierry feels that Car 10 (Renault 19) is ranked too high while Car 7 (Honda
Civic) should be in a better position.

In view of these observations, Thierry modifies the single-attribute value func-
tions for criteria 4 and 5. For the braking criterion, the utility (0.01) associated
with 2 remains unchanged while the utility of the level 2.7 is raised to 0.1 instead
of 0.01. The road-holding criterion is also modified; the value (0.2) associated with
the level 3.2 is lowered to 0.1 (see Figure 6.9). Note that Prefcalc normalises the
value function in order that the ideal alternative is always assigned the value 1;
of course due to the numbers display format with two decimal positions, the sum
of the maximal values of the single-attribute value functions may be only approx-
imately equal to 1. Running Prefcalc with the altered value functions returns the
ranking in table 6.10 and the revised multi-attribute value after each car name.

After he sees the modified ranking yielded by Prefcalc, Thierry feels that the
new ranking is fully satisfactory. He observes that if he had used Prefcalc a few
years earlier, he would have made the same choice as he actually did; he considers
this as a good point as far as Prefcalc is concerned. He finally makes the following
comments: “Using Prefcalc has enhanced my understanding of both the data and
my own preferences; in particular I am more conscious of the relative importance
I give to the various criteria”.

Comments on the method

First let us emphasise an important psychological aspect of the empirical validation
of a method or a tool, which is common in human practice: the fact that previous
intuition or previous more informal analyses are confirmed by using a tool, here
Prefcalc, contributes to raising the level of confidence the user puts in the tool.
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1.3 2.72.0

Brake .1

1.2 3.22.2

Road .1

Figure 6.9: Modified single-attribute value functions for the braking and road-
holding criteria

Rank Cars Value
1 * Peugeot 309/16 (Car 11) 0.85
2 * Nissan Sunny (Car 3) 0.75
3 Honda Civic (Car 7) 0.66
4 Peugeot 309 (Car 12) 0.65
5 Renault 19 (Car 10) 0.61
6 Opel Astra (Car 8) 0.55
7 Mitsubishi Colt (Car 5) 0.54
8 Mazda 323 (Car 4) 0.53
9 Fiat Tipo (Car 1) 0.51

10 Toyota Corolla (Car 6) 0.50
11 * Mitsubishi Galant (Car 13) 0.48
12 Alfa 33 (Car 2) 0.47
13 * Ford Escort (Car 9) 0.32
14 * R 21 (Car 14) 0.16

Table 6.10: Modified ranking using Prefcalc. The cars ranked by Thierry are those
marked with *
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Observe that the user may well have a very vague understanding of the method
itself; he simply validates the method by using it to reproduce results that he has
confidence in. After such a successful empirical validation step he will be more
prone to use the method in new situations that he does not master that well.

What are the drawbacks and traps of Prefcalc? Obviously Prefcalc can only be
used in cases where the overall preference of the decision-maker can be represented
by an additive multi-attribute value function (as described by Equation 6.8). In
particular, this is not the case when preferences are not transitive or not complete
(for arguments supporting the possible observation of non-transitive preferences,
see the survey by Fishburn (1991)). There are some additional restrictions due
to the fact that the shapes of the single-attribute value functions that can be
modelled by Prefcalc are limited to piece-wise linear functions. This is hardly a
restriction when dealing with a finite set of alternatives; by adapting the number
of linear pieces one can obtain approximations of any continuous curve that can
be as accurate as desired. When bounded to a small number of pieces, this may
however be a more serious restriction.

Stability of ranking

The main problem raised by the use of such a tool is the indetermination of the
estimated single-attribute value functions (including the estimation of the trade-
offs). Usually, if the preferences declared on the set of well-known alternatives are
compatible with an additive value model, there will be several value functions that
can represent these preferences. Prefcalc chooses one such representation according
to the principles outlined above, i.e. the most discriminating (in a sense). Other
choices of a model albeit compatible with the declared preferences on the learning
set, may lead to variations in the rankings of the remaining alternatives. Slight
variations in the trade-off values can yield rank reversals. For instance, with all
trade-offs within ±.02 of their value in Figure 6.9, changes already occur. Passing
from the set of trade-offs (.43, .23, .13, .10, .10) to (.45, .21, .11, .12, .10) results in
exchanging the positions of Honda Civic and Peugeot 309, which are ranked 3rd
and 4th respectively after the change. This rank reversal is obtained by putting
slightly more emphasis on cost and slightly less on performance. Note that such
a slight change in the trade-offs has an effect on the ranking of the top 4 cars,
those on which Thierry focused after his preliminary analysis (see Table 6.3). It
should thus be very clear that in practice, determining the trade-offs with sufficient
accuracy could be both crucial and challenging. It is therefore of prime importance
to carry out a lot of sensitivity analyses in order to identify which parts of the
result remain reasonably stable.

Dependence on the learning set

In view of the fact that small variations of the trade-offs may even result in changes
in the ranking of the top alternatives, one may question the influence of the se-
lection of a learning set. In the case under examination, the top two alternatives
were chosen to be in the learning set and hence, are constrained to appear in the
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correct order in the output of Prefcalc. What would have happened if the learning
set had been different?

Let us take another subset of 5 cars and declare preferences that agree with
the ranking validated by Thierry (Table 6.10). When substituting the top 2 cars
(Peugeot 309/16V, Nissan Sunny) by Renault 19, Mitsubishi Colt, two cars in the
middle segment of the ranking, the vector of trade-offs is (.53, .06, .08, .08, .25)
and the top four in the new ranking are Renault 19 (1), Peugeot 309 (2), Peugeot
309/16V (3), and Nissan Sunny (4); Honda Civic is relegated to the 12th position.
In the choice of the present learning set, stronger emphasis has been put on cost
and safety (brakes and road-holding) and much less on performance (acceleration
and pick up); three of the former top cars remain in the top four; Honda recedes
due to its higher cost and its weakness on road-holding; Renault 19 is heading the
race mainly due to excellent road-holding.

Further experiments have been performed, reintroducing in turn one of the 4
top cars and removing Renault 19. Clearly, the value of the trade-offs may depend
drastically on the learning set. Some sort of preliminary analysis of the user’s
preferences can help to choose the learning set or understand the variations in the
ranking and the trade-offs a posteriori. In the present case, one can be relatively
satisfied with the results since the top 3 cars are usually well-ranked; the ranking
of the Honda Civic is much more unstable and it is not difficult to understand why
(weakness on road-holding and relatively high cost). The Renault 19 appears as
an outsider due to excellent road-holding. Of course for the rest of the cars huge
variations may appear in their ranking, but one is usually more interested in the
top ranked alternatives.

From a general point of view, the option implemented in the mathematical
programming model to reduce the indeterminacies (essentially, by choosing to
maximise the contrast between the evaluations of the alternatives in the learning
set) is not aimed at being as insensitive as possible with regard to the selection
of a learning set. Other options could be experimentally investigated in order to
see whether some could consistently yield more stable evaluations. It should be
noted however that stability, which may be a desirable property in the perspective
of uncovering an objective model of preferences measurement, is not necessarily
a relevant requirement when the goal is to exploit partial available information.
One may expect that the decision-maker will naturally choose alternatives that
he considers as clearly distinct from one another as members of the learning set;
the analyst might alternatively instruct the decision-maker to do so. In a learning
process, where, typically, information is incomplete, it must be decided how to
complement the available facts by some arbitrary default assumptions. The infor-
mation should then be collected while taking the assumptions made into account;
one may consider that in the case of Prefcalc, the analyst’s instructions of select-
ing alternatives that are as contrasted as possible, is in good agreement with the
implementation options.
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6.3.4 Conclusion

This section has been devoted to the construction of a formal model that represents
preferences on a numerical scale. Such a model can only be expected to exist when
preferences satisfy rather demanding hypotheses; it thus relies on firm theoretical
bases, which is undoubtedly part of the intellectual appeal of the method. There
is at least one additional advantage to theoretically well-founded decision models;
such models can be used to legitimate a decision to persons that have not been
involved in the decision making process. Once the hypotheses of the model have
been accepted or proved valid in a decision context and provided the process of
elicitation of the various parameters of the model has been conducted correctly,
the decision becomes transparent.

The additive multi-attribute value model is rewarding, when established and
accepted by the stake-holders, since it is directly interpretable in terms of decision;
the best decision is the one the model values most (provided the imprecisions in
the establishment of the model and the uncertainties in the evaluation information
allow to discriminate at least between the top alternatives). The counterpart of
the clear-cut character of the conclusions that can be drawn from the model is
that establishing the model requires a lot of information and of a very precise and
particular type. This means that the model may be inadequate not only because
the hypotheses could not be fulfilled but also because the respondents might feel
unable to answer the questions or because their answers might not be reliable.
Indirect methods based on exploiting partial information and extrapolating it (in
a recursive validation process) may help when the information is not available in
explicit form; it remains that the quality of the information is crucial and that a lot
of it is needed. In conclusion, direct assessment of multi-attribute value functions
is a narrow road between the practical problem of obtaining reliable answers to
difficult questions and the risks involved in building a model on answers to simpler
but ambiguous questions.

In the next section we shall explore a very different formal approach that may
be less demanding with regard to the precision of the information, but also provides
less conclusive outputs.

6.4 Outranking methods

6.4.1 Condorcet-like procedures in decision analysis

Is there any alternative way of dealing with multiple criteria evaluation in view
of a decision to the one described above for building a one-dimensional synthetic
evaluation on some sort of super-scale? To answer this question (positively), in-
spiration can be gained from the voting procedures discussed in Chapter 2 (see
also Vansnick (1986)). Suppose that each voter expresses his preferences through
a complete ranking of the candidates. With Borda’s method, each candidate is
assigned a rank for each of the voters (rank 1 if candidate is ranked first by a voter,
rank 2 if he is ranked second, and so on); the Borda score of a candidate is the
sum of the ranks assigned to him by the voters; the winner is the candidate with
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Cars 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 5 3 1 2 2 3 3 2 3 2 2 2 2 3
2 2 5 2 4 2 3 2 3 3 1 1 1 4 3
3 4 4 5 4 4 4 4 4 4 3 2 3 5 4
4 3 1 1 5 1 3 1 2 1 2 1 1 4 2
5 3 3 1 5 5 3 2 2 2 3 1 1 5 2
6 2 2 1 2 2 5 2 2 2 2 1 1 3 2
7 3 3 1 4 4 4 5 3 4 3 2 2 4 4
8 3 2 1 4 4 4 3 5 3 2 0 2 4 3
9 2 3 1 4 4 3 1 2 5 2 1 2 4 3
10 4 4 2 3 2 3 2 3 3 5 3 2 4 3
11 4 4 3 4 4 4 4 5 4 3 5 4 4 5
12 4 4 2 4 4 4 4 4 3 4 3 5 5 4
13 3 2 0 2 1 2 1 2 1 1 1 0 5 1
14 2 3 1 3 3 3 1 3 3 2 0 1 4 5

Table 6.11: Number of criteria in favour of a when compared to b for all pairs of
cars a, b in the “Choosing a car” problem

the smallest Borda score. This method can be seen as a method of construction of
a synthetic evaluation of the alternatives in multiple criteria decision analysis, the
points of view corresponding to the voters and the alternatives to the candidates;
all criteria-voters have equal weight and coding by the rank number of the position
of the candidate in a voter’s preference looks like a form of evaluation.

Condorcet’s method consists of a kind of tournament where all candidates
compare in pairwise “contests”. A candidate is declared to be preferred to another
according to a majority rule, i.e. if more voters rank him before the latter than
the converse. The result of such a procedure is a preference relation on the set
of candidates that in general is neither transitive nor acyclic. A further step is
thus needed in order to exploit this relation in view of the selection of one or
several candidates or in view of ranking all the candidates. This idea can of course
be transposed in the multiple criteria decision context. We do this below, using
Thierry’s case again for illustrative purpose; we show how the problems raised by
a direct transposition rather naturally lead to elementary “outranking methods”.

For each pair of cars a and b, we count the number of criteria according to
which a is at least as good as b. This yields the matrix given in Table 6.11; the
elements of the matrix are integers ranging from 0 to 5. Note that we might have
alternatively decided to count the criteria for which a is better than b, not taking
into account criteria for which a and b are tied.

What we could call the “Condorcet preference relation” is obtained by deter-
mining for each pair of alternatives a, b whether or not there is a (simple) majority
of criteria for which a is at least as good as b. Since there are 5 criteria, the ma-
jority is reached as soon as at least 3 criteria favour alternative a when compared
to b. The preference matrix is thus obtained by substituting 1 to any number
larger or equal to 3 in Table 6.11 and 0 to any number smaller than 3 yielding the
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Cars 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 1 1 0 0 0 1 1 0 1 0 0 0 0 1
2 0 1 0 1 0 1 0 1 1 0 0 0 1 1
3 1 1 1 1 1 1 1 1 1 1 0 1 1 1
4 1 0 0 1 0 1 0 0 0 0 0 0 1 0
5 1 1 0 1 1 1 0 0 0 1 0 0 1 0
6 0 0 0 0 0 1 0 0 0 0 0 0 1 0
7 1 1 0 1 1 1 1 1 1 1 0 0 1 1
8 1 0 0 1 1 1 1 1 1 0 0 0 1 1
9 0 1 0 1 1 1 0 0 1 0 0 0 1 1
10 1 1 0 1 0 1 1 1 1 1 1 0 1 1
11 1 1 1 1 1 1 1 1 1 1 1 1 1 1
12 1 1 0 1 1 1 1 1 1 1 0 1 1 1
13 1 0 0 0 0 0 0 0 0 0 0 0 1 0
14 0 1 0 1 1 1 0 1 1 0 0 0 1 1

Table 6.12: Condorcet Preference relation for the “Choosing a car”problem. A
“1” at the intersection of the a row and the b column means that a is rated not
lower than b on at least 3 criteria

relation described by the 0-1 matrix in Table 6.12. Note that a criterion counts
both in favour of a and in favour of b only if a and b are tied on that criterion;
the relation is reflexive since any alternative is at least as good as itself along all
criteria.

Majority rule and cycles

It is not immediately apparent that this relation has cycles and even cycles that
go through all alternatives; an instance of such a cycle is 1, 7, 10, 11, 3, 12, 5, 2,
14, 8, 9, 4, 6, 13, 1. Obviously it is not straightforward to suggest a good choice on
the basis of such a relation since one can find 3 criteria (out of 5) saying that 1 is
at least as good as 7, 3 (possibly different) criteria saying that 7 is at least as good
as 10, . . . , and finally 3 criteria saying that 13 is at least as good as 1. How can
we possibly obtain something from this matrix in view of our goal of selecting the
best car? A closer look at the preference relation reveals that some alternatives
are preferred to most others while some to only a few ones; among the former are
alternatives 11 (preferred to all), 3 (preferred to all but one), 12 (preferred to all
but 2), 7 and 10 (preferred to all but 3). The same alternatives appear as seldom
beaten: 3 and 11 (only once, excluding by themselves), 12 (twice), then come 10
(5 times) and 7 (6 times).

To make things appear more clearly, by avoiding cycles as much as possible,
one might decide to impose more demanding levels of majority in the definition of
a preference relation. We might require that an alternative be at least better than
another on 4 criteria. The new preference relation is shown in Table 6.13.

All cycles in the previous relation disappeared. When ranking the alternatives
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Cars 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 1 0 1 0 0 0 0 0 0 0 0 1 0
3 1 1 1 1 1 1 1 1 1 0 0 0 1 1
4 0 0 0 1 0 0 0 0 0 0 0 0 1 0
5 0 0 0 1 1 0 0 0 0 0 0 0 1 0
6 0 0 0 0 0 1 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 1 0 1 0 0 0 1 1
8 0 0 0 1 1 0 0 1 0 0 0 0 1 0
9 0 0 0 0 0 0 0 0 1 0 0 0 1 0
10 1 1 0 0 0 0 0 0 0 1 0 0 1 0
11 1 1 0 1 1 0 1 1 1 0 1 1 1 1
12 1 1 0 1 1 1 1 1 0 1 0 1 1 1
13 0 0 0 0 0 0 0 0 0 0 0 0 1 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 1

Table 6.13: Condorcet preference relation for the “Choosing a car” problem. A
“1” at the intersection of the a row and the b column means that a is rated not
lower than b on at least 4 criteria

by the number of those they beat (i.e. are at least as good on 4 criteria or more)
one sees that 3, 11 and 12 come in the first position (they are preferred to 10 other
cars), then there is a big gap after which come 7, 8 and 10 that beat only 3 other
cars. Conversely, there are two non-beaten cars, 3 and 11, then come 10 and 12
(beaten by one car); 7 is beaten by 3 cars.

In the present case, we see that the simple approach that was used essentially
makes the same cars emerge as the methods used so far. There are at least two
radical differences between approaches based on the weighted sum and some more
sophisticated way of assessing each alternative by a single number that synthesises
all the criteria values. One is that all criteria have been considered equally impor-
tant; it is possible however to take information on the relative importance of the
criteria into account as will be seen in section 6.4.3.

The second difference is more in the nature of the type of approach; the most
striking point is that the size of the differences in the evaluations of a and b for all
criteria does not matter; only the signs of those differences do. In other words, had
the available information been rankings of the cars with respect to each criterion
(instead of numeric evaluations), the result of the “Condorcet” procedure would
have been exactly the same. More precisely, suppose that all that we know (or
that Thierry considers relevant in terms of preferences) about the cost criterion is
the ordering of the cars according to the estimated cost, i.e.

Car 6 �1 Car 5 �1 Car 2 �1 Car 4 �1 Car 12 �1

Car 10 �1 Car 3 �1 Car 13 �1 Car 11 �1 Car 8 �1

Car 1 �1 Car 7 �1 Car 9 �1 Car 14
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where �1 represents “ is preferred to . . . on Criterion 1 ”, i.e. “ is cheaper than
. . . ”. Suppose that similar hypotheses are made for the other 4 criteria; if this were
the case we would have obtained the same matrices as in Tables 6.12 and 6.13.
Of course, neglecting the size of the differences for a criterion such as cost may
appear as misusing the available information; there are at least two considerations
that could mitigate this commonsense reaction:

• the assessments for the cars on the cost criterion are rather rough estimations
of an expected cost (see section 6.1.1); in particular it is presumed that on
average the lifetimes of all alternatives are equal; is it reasonable in those
circumstances to rely on precise values of differences of these estimations to
select the “best” alternative?

• estimations of cost, even reliable ones, are not necessarily related with pref-
erences on the cost criterion in a simple way.

Such issues were discussed extensively in section 6.2.4. The whole analysis carried
out there was aimed towards the construction of a multiple criteria value function,
which implies making any difference in evaluations on a criterion equivalent to
some uniquely defined difference for any other criterion. The many methods that
can be used to build a value function by questioning a decision-maker about his
preferences may well fail however; let us list a few reasons for the possible failure
of these methods:

• time pressure may be so intense that there is not enough time available to
engage in the lengthy elicitation process of a multiple criteria value function;

• it may be that the importance of the decision to be made does not justify
such an effort;

• the decision-maker might not know how to answer the questions or might
try to answer but prove inconsistent or might feel discomfort in being forced
to give precise answers where things are vague to him;

• in case of group decision, the analyst may be unable to make the various
decision-makers agree on the answers to be given to some of the questions
raised in the elicitation process.

In such cases it may be inappropriate or inefficient to try building a value function
and other approaches may be preferred. This appears perhaps better if we consider
the more artificial scales associated with criteria 4 and 5 (see section 6.1.1 concern-
ing the construction of these scales). Take, for instance, criterion 4 (Brakes). Does
the difference between the levels 2.33 and 2.66 have a quantitative meaning? If it
does, is this difference, in terms of preferences, more than, less than or equal to
the difference between the levels 1.66 and 2? How much would you accept to pay
(in terms of criterion 1) to raise the value for criterion 4 from 2.33 to 2.66 or from
1.33 to 2.33? Of course questions raised for eliciting value functions are more indi-
rect but they still require a precise perception of the meaning of the levels on the
scale of criterion 4 by the decision-maker. Such a perception can only be obtained
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by having experienced the braking behaviour of specific cars rated at the various
levels of the scale, but such knowledge cannot be expected from a decision-maker
(otherwise there would be no room on the marketplace for all the magazines that
evaluate goods in order to help consumers spend their money while making the
best choice). Also remember that braking performance has been described by the
average of 3 indices evaluating aspects of the cars’ braking behaviour; this does
not favour a deep intuitive perception of what the levels on that scale may really
mean. So, one has to admit that in many cases the definition of the levels on scales
is quite far from precise in quantitative terms and it may be “hygienic” not to use
the fallacious power of numbers. This is definitely the option chosen in the meth-
ods discussed in the present section. Not that these methods are purely ordinal;
but differences between levels on a scale are carefully categorised, yet usually in a
coarse-grained fashion, in order not to take into account differences that are only
due to the irrelevant precision of numbers.

6.4.2 A simple outranking method

The Condorcet idea for a voting procedure has been transposed in decision analysis
under the name of outranking methods. Such a transposition takes the peculiari-
ties of the decision analysis context into account, in particular the fact that criteria
may be perceived as unequally important; additional elements such as the notion
of discordance have also been added. The principle of these methods is as fol-
lows. Each pair of alternatives is considered in turn independently of third part
alternatives; when looking at alternatives a and b, it is claimed that a “outranks”
b if there are enough arguments to decide that a is at least as good as b, while
there is no essential reason to refute that statement (Roy (1974), cited by Vincke
(1992), p. 58). Note that taking strong arguments against declaring a preference
into account is typically what is called “discordance” and is original with respect
to the simple Condorcet rule. Such an approach has been operationalised through
various procedures and particularly the family of ELECTRE methods associated
with the name of B. Roy. (For an overview of outranking methods, the reader is
referred to the books by Vincke (1992) and Roy and Bouyssou (1993)). Below, we
discuss an application of the simplest of these methods, ELECTRE I, to Thierry’s
case; ELECTRE I is a tool designed to be used in the context of a choice deci-
sion problem; it builds up a set of which the best alternative—according to the
decision-maker’s preferences—should be a member. Let us emphasise that this set
cannot be described as the set of best alternatives, not even a set of good alter-
natives, but just a set that contains the “best” alternatives. We shall then show
how the fundamental ideas of ELECTRE I can be sophisticated, in particular in
view of helping to rank the alternatives. Our goal is not to make a survey of all
outranking methods; we just want to present the basic ideas of such methods and
illustrate some problems they may raise.
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The lack of transitivity, acyclicity and completeness issues

As a preamble, it may be useful to emphasise the fact that outranking methods
(and more generally methods based on pairwise comparisons) do not generally yield
preferences that are transitive (not even acyclic). This point was already made in
Chapter 2 about Condorcet’s method. Since the hypotheses of Arrow’s theorem
can be re-formulated to be relevant in the framework of multiple criteria decision
analysis (through the correspondence candidate-alternative, voter-criterion; see
also Bouyssou (1992) and Perny (1992)), it is no wonder that methods based on
comparisons of alternatives by pairs, independently of the other alternatives, will
seldom directly yield a ranking of the alternatives. The pairs of alternatives that
belong to the outranking relation are normally those between which the preference
is established with a high degree of confidence; contradictions are reflected either in
cycles (a outranks b that outranks c that . . . that outranks a) or incomparabilities
(neither a outranks b nor the opposite).

Let us emphasise that the lack of transitivity or of completeness, although rais-
ing operational problems, may be viewed not as a weakness but rather as faithfully
reflecting preferences as they can be perceived at the end of the study. Defenders
of the approach support the idea that forcing preferences to be expressed in the
format of a complete ranking is in general too restrictive; there is experimental
evidence that backs their viewpoint (Tversky (1969), Fishburn (1991)). Explicit
recognition that some alternatives are incomparable may be an important piece of
information for the decision-maker.

In addition, as repeatedly stressed in the writings of B. Roy, the outranking
relation should be interpreted as what is clear-cut in the preferences of the decision-
maker, something like the surest and most stable expression of a complex, vague
and evolving object that is named, for simplicity, “the preferences of the decision-
maker”. In this approach very little hypotheses are made on preferences (like
rationality hypotheses); one may even doubt that preferences pre-exist the process
from which they emerge.

The analysis of a decision problem is conceived as an informational process,
in which, carefully, prudently and interactively, models are built that reflect, to
some extent, the way of thinking, the feelings and the values of a decision-maker;
in this concept, the concern is not making a decision but helping a decision-maker
to make up his mind, helping him to understand a decision problem while taking
his own values into account in the modelling of the decision situation.

The approach could be called constructive; it has many features in common
with a learning process; however, in contrast with most artificial intelligence prac-
tice, the model of preferences is built explicitly and formally; preferences are not
simply described through rules extracted from partial information obtained on a
learning set. For more about the constructive approach including comparisons with
the classical normative and descriptive approaches (see Bell, Raiffa and Tversky
(1988)), the reader is referred to Roy (1993).

Once the outranking relation has been constructed, the job of suggesting a
decision is thus not straightforward. A phase of exploitation of the outranking
relation is needed in order to provide the decision-maker with information more
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directly interpretable in terms of a decision. Such a two-stage process offers the
advantage of good control on the transformation of the multi-dimensional infor-
mation into a model of the decision-maker’s preferences including a certain degree
of inconsistency and incompleteness.

6.4.3 Using ELECTRE I on the case

We briefly review the principles of the ELECTRE I method. For each pair of
alternatives a and b, the so-called concordance index is computed; it measures
the strength of the coalition of criteria that support the idea that a is at least as
good as b. The strength of a coalition is just the sum of the weights associated to
the criteria that constitute the coalition. The notion of weights will be discussed
below. If all criteria are equally important, the concordance index is proportional
to the number of criteria in favour of a as compared to b as in the Condorcet-like
method discussed above. The level from which a coalition is judged strong enough
is determined by the so-called concordance threshold; in the Condorcet voting
method, with the simple majority rule, this threshold is just half the number of
criteria and in general one will choose a number above half the sum of the weights
of all criteria. Another feature that contrasts ELECTRE with pure Condorcet but
also with purely ordinal methods, is that some large differences in evaluation, when
in disfavour of a, might be pinpointed as preventing a from outranking b. One
therefore checks whether there is any criterion for which b is so much better than a
that it would make it meaningless for a to be declared preferred overall to b; if this
happens for at least one criterion one says that there is a veto to the preference of a
over b. If the concordance index passes some threshold (“concordance threshold”)
and there is no veto of b against a, then a outranks b. Note that the outranking
relation is not asymmetric in general; it may happen that a outranks b and that b
outranks a.

This process yields a binary relation on the set of alternatives, which may
have cycles and be incomplete (neither a outranks b nor the opposite). In order
to propose a set of alternatives of particular interest to the decision-maker from
which the best compromise alternative should emerge, one extracts the kernel of
the graph of the outranking relation after having the cycles reduced; in other words,
all alternatives in a cycle are considered to be equivalent; they are substituted by
a unique representative node; in the resulting relation without cycles, the kernel
is defined as a subset of alternatives that do not outrank one another and such
that each alternative not in the kernel is outranked by at least one alternative in
the kernel; in particular all non-outranked alternatives belong to the kernel. In a
graph without cycles, a unique kernel always exists. It should be emphasised that
all alternatives in the kernel are not necessarily good candidates for selection; an
alternative incomparable to all others is always in the kernel; alternatives in the
kernel may be beaten by alternatives not in the kernel. So, the kernel may be
viewed as a set of alternatives on which the decision-maker’s attention should be
focused.

In order to apply the method to Thierry’s case, we successively have to deter-
mine
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• weights for the criteria

• a concordance threshold

• ordered pairs of evaluations that lead to a veto (and this for every criterion)

Evaluating coalitions of criteria

The concordance index c(a, b), that measures the coalition of criteria along which
a is at least as good as b may be computed by the formula

c(a, b) =
∑

i:gi(a)≥gi(b)

pi(6.12)

where the pi’s are normalised weights that reflect the relative importance of the
criteria; gi(a) denotes, as usual, the evaluation of alternative a for criterion i (which
is assumed to be maximised; if it were to be minimised, the weight pi would be
added when the converse inequality holds, i.e. gi(a) ≤ gi(b)). So, as often as the
evaluation of a passes or equals that of b on a criterion, its weight now enters into
the weight of the coalition (additively) in favour of a. A criterion can count both
for a against b and the opposite if and only if gi(a) = gi(b).

In the context of outranking, the weights are not trade-offs; they are completely
independent of the scales for the criteria. A practical consequence is that one
may question the decision-maker in terms of relative importance of the criteria
without reference to the scales on which the evaluations for the various viewpoints
are expressed. This does not mean however that they are independent of the
method and that one could use values given spontaneously by the decision-maker
or through questioning in terms of “importance” without care, without reference
to the evaluations as is done in Saaty’s procedure. It is important to bear in mind
how the weights will be used, in this case to measure the strength of coalitions
in pairwise comparisons and decide on the preference only on the basis of the
coalitions.

To be more specific and contrast the meaning of the weights from those used
in weighted sums, let us first consider those suggested by Thierry in section 6.2.2,
i.e. (1, 2, 1, 0.5, 0.5). Note that these were not obtained through questioning on the
relative importance of criteria but in the context of the weighted sum with Thierry
bearing re-scaled evaluations in mind: the evaluations on each criterion had been
divided by the maximal value gi,max attained for that criterion. Dividing the
weights by their sum (= 5), yields the normalised weights (.2, .4, .2, .1, .1). Using
these weights in outranking methods would lead to an overwhelming predominance
of criteria 2 (Acceleration) and 3 (Pick-up), which are also linked since they are
facets of the cars performance. With such weights and a concordance threshold of
at least .5 , it is impossible for a car to be outranked when it is better on criteria 2
and 3 even if all other criteria are in favour of an opponent. It was never Thierry’s
intention that once a car is better on criteria 2 and 3, there is no need for looking
at the other criteria; the whole initial analysis shows on the contrary, that a fast
and powerful car is useless, for instance, if it is bad on the braking or road-holding
criterion. Such a feature of the preference structure could indeed be reflected



6.4. OUTRANKING METHODS 133

through the use of vetoes, but only in a negative manner, i.e. by removing the
outranking of a safe car by a powerful one, not by allowing a safe car to outrank
a powerful one. Note that the above weights may nevertheless be appropriate
for a weighted sum because in such a method, the weights are multiplied by the
evaluations (or re-coded evaluations). To make it clearer, consider the following
reformulation of the condition under which a is preferred to b in the weighted sum
model (a similar formulation is straightforward in the additive value model)

a % b iff
n∑

i=1

ki × (gi(a)− gi(b)) ≥ 0.(6.13)

If a is slightly better than b on a point of view i, the influence of this fact in the
comparison between a and b is reflected by the term ki × (gi(a) − gi(b)) which
is presumably small. Hence, important criteria count for little in pairwise com-
parisons when the difference between the evaluations of the alternatives are small
enough. On the contrary, in outranking methods, weights are not divided; when a
is better than b on some criterion, the full weight of the criterion counts in favour
of a, whether a is either slightly or by far better than b.

Since the weights in a weighted sum depend on the scaling of each criterion and
there is no acknowledged standard scaling, it makes no sense in principle to use
the weights initially provided by Thierry as coefficients measuring the importance
of the criteria in an outranking method. If we nevertheless try to use them, we
might consider the weights used with the normalised criteria of Table 6.4. We see
that the importance of the “safety coalition” (Criteria 4 and 5) would be negligible
(weight = .20), while the importance of the “performance coalition” (Criteria 2
and 3) would be overwhelming (weight = .60). There is another reasonable nor-
malisation of the criteria that does not fix the zero of the scale but rather maps
the smallest attained value gi,min onto 0 and the largest gi,max onto 1. Transform-
ing the weights accordingly (i.e. multiplying them by the inverse of the range of
the values for the corresponding criterion prior to the transformation) one would
obtain (.28, .14, .13, .20, .25) as a weight vector. With these values as coefficients of
importance, the “safety coalition” (Criteria 4 and 5; weight = .45) becomes more
important than the “performance coalition” (Criteria 2 and 3; weight = .27) that
Thierry may consider unfair. As an additional conclusion, one may note that the
values of the weights vary tremendously depending on the type of normalisation
applied.

Now look at the weights (.35, .24, .17, .12, .12 ) obtained through Saaty’s ques-
tioning procedure in terms of “importance” (see section 6.3.2). Using these weights
for measuring strength of coalitions does not seem appropriate, since criteria 1 and
2’s predominance is too strong (joint weight = .35 + .24 = .59).

Due to the all or nothing character of the weights in ELECTRE I, one is
inclined to choose less contrasted weights than those examined above. Although
there are procedures that have been proposed to elicit such weights (see Mousseau
(1993), Roy and Bouyssou (1993)), we will just choose a set of weights in an
intuitive manner; let us take weights proportional to (10, 8, 6, 6, 6) as reflecting the
relative importance of the criteria. At least the ordering of the values seems to be
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Cars 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 1 .5 .17 .33 .33 .56 .61 .33 .61 .33 .33 .33 .33 .61
2 .49 1 .44 .83 .33 .56 .44 .61 .61 .28 .28 .28 .83 .61
3 .83 .73 1 .73 .73 .73 .78 .78 .83 .56 .44 .56 1 .78
4 .66 .17 .28 1 .17 .56 .28 .44 .28 .44 .28 .28 .78 .44
5 .66 .66 .28 1 1 .56 .44 .44 .44 .66 .28 .28 1 .44
6 .44 .44 .28 .44 .44 1 .44 .44 .44 .44 .28 .28 .61 .44
7 .56 .56 .22 .73 .73 .73 1 .56 .83 .56 .39 .39 .73 .83
8 .66 .39 .22 .73 .73 .73 .61 1 .66 .39 0 .39 .73 .66
9 .39 .56 .17 .73 .73 .56 .17 .33 1 .39 .17 .39 .73 .61
10 .83 .73 .44 .56 .33 .56 .61 .61 .61 1 .61 .33 .83 .61
11 .83 .73 .56 .73 .73 .73 .78 1 .83 .56 1 .73 .73 1
12 .83 .73 .44 .73 .73 .73 .78 .78 .61 .83 .61 1 1 .78
13 .66 .39 0 .39 .17 .39 .28 .44 .28 .17 .28 0 1 .28
14 .39 .56 .22 .56 .56 .56 .17 .56 .56 .39 0 .22 .73 1

Table 6.14: Concordance index (rounded to two decimals) for the “Choosing a
car” problem

in agreement with what is known about Thierry’s perceptions. Normalising the
weight vector yields (.27, .22, .17, .17, .17) after rounding in such a way that the
normalised weights sum up to 1.00. The weights of the three groups of criteria
are rather balanced; .27 for cost, .39 for performance and .34 for safety. The
concordance matrix c(a, b) computed with these weights is shown in Table 6.14.

Determining which coalitions are “strong enough”

At this stage we have to build the concordance relation, a binary relation obtained
through deciding which coalitions in Table 6.14 are strong enough; this is done by
selecting a concordance threshold above which we consider that they are. If we set
the concordance threshold at .60, we obtain a concordance relation with a cycle
passing through all alternatives but one, which is Car 3. This tells us something
about coalitions that we did not know. Previous analysis with equal weights (see
Section 6.4.1) showed that the relation in Table 6.12, obtained through looking at
concordant coalitions involving at least three criteria, had a cycle passing through
all alternatives; with the weights we have now chosen, the “lightest” coalition
of three criteria involves criteria 3, 4 and 5 and weighs .51; then, in increasing
order, we have three different coalitions weighing .56 (two of the criteria 3, 4, 5
with criterion 2), and three coalitions weighing .61 (two of the criteria 3, 4, 5 with
criterion 1); finally there are three coalitions weighing .66 (one of the three criteria
3, 4, 5 together with criteria 1 and 2). Cutting the concordance index at .60 thus
only keeps the 3-coalitions that contain criterion 1 with the coalitions involving at
least 4 criteria.

The new thing that we can learn is the following: the relation obtained by
looking at coalitions of at least 4 criteria plus coalitions of three that involve
criterion 1 has a big cycle. When we cut above .62 there is no longer a cycle. The
“lightest” 4-coalition weighs .73 and there is only one value of the concordance
index between .61 and .73, namely .66. So cutting between .66 and .72 will yield
the relation in Table 6.13, which we have already looked at; a poorer relation
(i.e. with fewer arcs) is obtained when cutting above .73. In the sequel we will
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concentrate on two values of the concordance threshold, .60 and .65, that are
on both sides of the borderline separating concordance relations with and without
cycles; above these values, concordance relations tend to become increasingly poor;
below, they are less and less discriminating.

In the above presentation the weights sum up to 1. Note that multiplying
all the weights by a positive number would yield the same concordance relations
provided the concordance threshold is multiplied by the same factor; the weights
in ELECTRE I may be considered as being assessed on a ratio scale, i.e. up to a
positive scaling factor.

Supporting choice or ranking

Before studying discordance and veto we show how a concordance relation, which
is just an outranking relation without veto, can be used for supporting a choice
or a ranking in a decision process. Introducing vetoes will just remove arcs from
the concordance relation but the operations performed on the outranking relation
during the exploitation phase are exactly those that are applied below to the
concordance relation.

In view of supporting a choice process, the exploitation procedure of ELECTRE
I firstly consists in reducing the cycles, which amounts to consider all alternatives
in a cycle as equivalent. The kernel of the resulting acyclic relation is then searched
for and it is suggested that the kernel contains all alternatives on which the at-
tention of the decision-maker should be focused. Obviously, reducing the cycles
involves some drawbacks. For example, cutting the concordance relation of Table
6.14 at .60 yields a concordance relation with cycles involving all alternatives but
Car 3; there is no simple cycle passing once through all alternatives except Car 3;
an example of (non-simple) cycle is 1, 7, 9, 5, 10, 11, 12, 2, 14, 13, 1 plus, starting
from 12, 12, 8, 4, 1 and again, 12, 6, 1. Reducing the cycles of this concordance
relation results in considering two classes of equivalent alternatives; one class is
composed of the single Car 3 while the other class comprises all other alternatives.
Beside the fact that this partition is not very discriminating it also considers as
equivalent alternatives that are not in the same simple cycle. Moreover, the infor-
mation on how the alternatives compare with respect to all others is completely
lost; for instance Car 12, which beats almost all other alternatives in the cut at
.60 of the concordance relation, would be considered as equivalent to Car 6 which
beats almost no other car.

For illustrative purposes, we consider the cut at level .65 of the concordance
index, which is the largest acyclic concordance relation that can be obtained; this
relation is shown in Table 6.15. Its kernel is composed of cars 3, 10 and 11. Cars 3
and 11 are not outranked and car 10 is the only alternative that is not outranked
either by car 3 or by car 11. This seems to be an interesting set in a choice process,
in view of the analysis of the problem carried out so far.

Rankings of the alternatives may also be obtained from Table 6.15 in a rather
simple manner. For instance, consider the alternatives either in decreasing order
of the number of alternatives they beat in the concordance relation or in increasing
order of the number of alternatives by which they are beaten in the concordance



136 CHAPTER 6. COMPARING ON SEVERAL ATTRIBUTES

Cars 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 1 0 1 0 0 0 0 0 0 0 0 1 0
3 1 1 1 1 1 1 1 1 1 0 0 0 1 1
4 1 0 0 1 0 0 0 0 0 0 0 0 1 0
5 1 1 0 1 1 0 0 0 0 1 0 0 1 0
6 0 0 0 0 0 1 0 0 0 0 0 0 0 0
7 0 0 0 1 1 1 1 0 1 0 0 0 1 1
8 1 0 0 1 1 1 0 1 1 0 0 0 1 1
9 0 0 0 1 1 0 0 0 1 0 0 0 1 0
10 1 1 0 0 0 0 0 0 0 1 0 0 1 0
11 1 1 0 1 1 1 1 1 1 0 1 1 1 1
12 1 1 0 1 1 1 1 1 0 1 0 1 1 1
13 1 0 0 0 0 0 0 0 0 0 0 0 1 0
14 0 0 0 0 0 0 0 0 0 0 0 0 1 1

Table 6.15: Concordance relation for the “Choosing a car” problem with weights
.28, .22, .17, .17, .17 and concordance threshold .65

Class 1 2 3 4 5 6 7 8 9
A 11 3, 12 8 7 5 9, 10 2, 4 13, 14 1, 6

(11) (10) (7) (6) (5) (3) (2) (1) (0)
B 3, 11 12 10 7, 8 9 2, 6, 14 5 1, 4 13

(0) (1) (2) (3) (4) (5) (6) (8) 11

Table 6.16: Rankings obtained from counting how many alternatives are beaten
(ranking “A”) or beat (ranking “B”) each alternative in the concordance relation
(threshold .65); the numbers between parentheses in the second row of ranking A
(resp. ranking B) are the numbers of beaten (resp. beating) alternatives for each
alternative of the same column in the first row

relation. This amounts to counting the 1’s respectively in rows and columns of
Table 6.15 and ranking the alternatives accordingly (we do not count the 1’s on
the diagonal since the coalition of criteria saying that an alternative is at least
as good as itself always encompasses all criteria); the corresponding rankings are
respectively labelled “A” and “B” in Table 6.16. We observe that the usual group
of “good” alternatives form the top two classes of these rankings.

There are more sophisticated ways of obtaining rankings from outranking re-
lations. ELECTRE II, which we do not describe here, was designed for fulfilling
this goal. To some extent, it makes better use of the information contained in the
concordance index, since the ranking is based on two cuts, one linked with a weak
preference threshold, the other, with a strong preference threshold; for instance
in our case, one could consider that the .60 cut corresponds to weak preference
(or weak outranking) while the .65 cut corresponds to strong preference. In the
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above method, the information contained in other cutting levels has been totally
ignored although the rankings obtained from them may not be identical. They
may even differ significantly as can be seen when deriving a ranking from the .60
cut by using the method we applied to the .65 cut.

Thresholding

To this point, both in the Condorcet-like method and the basic ELECTRE I
method (without veto), we treated the assessments of the alternatives as if they
were ordinal data, i.e. we could have obtained exactly the same results (kernel
or ranking) by working with the orders induced from the set of alternatives by
their evaluations on the various criteria. Does this mean that outranking methods
are purely ordinal? Not exactly! More sophisticated outranking methods exploit
information that is richer than purely ordinal but not as demanding as cardinal.
This is done through what we shall call “thresholding”. Thresholding amounts to
identifying intervals on the criteria scales, which represent the minimal difference
evaluation above which a particular property holds. For instance, consider that
the assessment of b on criterion i, gi(b), is given and criterion i is to be maximised;
from which value gi(b) + ti(gi(b)) onwards, will an alternative a be said to be
preferred to b? Implicitly, we have considered previously that b was preferred to a
on criterion i as soon as gi(b) ≥ gi(a), i.e. we have considered that ti(gi(b)) = 0. In
view of imprecision in the assessments and since it is not clear for all criteria that
there is a marked preference when the difference |gi(a)−gi(b)| is small, one may be
led to consider a non-null threshold to model preference. In our case, for instance,
it is not likely that Thierry would really mark a preference between cars 3 and 10
on the Cost criterion since their estimated costs are within 10e (see Table 6.2).
Thresholding is all the more important that, as mentioned at the end of section
6.4.1, the size of the interval between the evaluations is not taken into account
when deciding that a is overall preferred to b. Hence one should be prudent when
deciding that a criterion is or is not an argument for saying that a is at least as
good as b; therefore, it is reasonable to determine a threshold function ti and say
that criterion i is such an argument as soon as gi(a) ≥ gi(b) + ti(gi(b)); since we
examine reasons for saying that a is at least as good as b, not for saying that a is
(strictly) better than b, the function ti should be negatively valued.

Determining such a threshold function is not necessarily an easy task. One
could ask the decision-maker to tell, ideally for each evaluation gi(a) of each al-
ternative on each criterion, from which value onwards an evaluation should be
considered at least as good as gi(a). Things may become simpler if the threshold
may be considered constant or proportional to gi(a) (e.g. ti(gi(a)) = .05× gi(a)).
Note that constant thresholds could be used when a scale is “linear” in the sense
that equal differences throughout a scale have the same meaning and consequences
(see end of section 6.2.3); however this is not a necessary condition since some dif-
ferences, but not all, need to be equivalent throughout the scale. In any case,
Definition 6.12 of the concordance index is adapted in a straightforward manner
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as follows and the method for building an outranking relation remains unchanged:

c(a, b) =
∑

i:gi(a)≥gi(b)+ti(gi(b))

pi.(6.14)

Note that preference thresholds, that lead to indifference zones, are used in
a variant of the ELECTRE I method called ELECTRE IS (see Roy and Skalka
(1984) or Roy and Bouyssou (1993)).

Thresholding is a key tool in the original outranking methods; it allows one
to bypass the necessity of transforming the original evaluations to obtain linear
scales. There is another occasion for invoking thresholds, which is in the analysis
of discordance.

Discordance and vetoes

Remember that the principle of the outranking methods consists in examining the
validity of the proposition “a outranks b”; the concordance index “measures” the
arguments in favour of saying so, but there may be arguments strongly against that
assertion (discordant criteria). These discordant voices can be viewed as vetoes;
there is a veto against declaring that a outranks b if b is so much better than
a on some criterion that it becomes disputable or even meaningless to pretend
that a might be better overall than b. Let us emphasise that the effect of a veto
is quite radical, just like in the voting context. If a veto threshold is passed on
a criterion when comparing two alternatives, then the alternative against which
there is a veto, say a, may not outrank the other one, say b; this may result in
incomparabilities in the outranking relation if in addition b does not outrank a,
either because the coalition of criteria stating that b is at least as good as a is not
strong enough or because there is also a veto of a against b on another criterion.

To be more precise, a veto threshold on criterion i is in general a function vi

encoding a difference in evaluations so big that it would be out of the question to
say that a outranks b if

gi(a) > gi(b) + vi(gi(b))(6.15)

when criterion i is to be minimised, or

gi(a) < gi(b)− vi(gi(b))(6.16)

when criterion i is to be maximised. Of course it may be the case that the function
vi be a constant.

In our case, in view of Thierry’s particular interest in sporty cars, the criterion
most likely to yield a veto is acceleration. Although there was no precise indica-
tion on setting vetoes in Thierry’s preliminary analysis (section 6.1.2), one might
speculate that on the acceleration criterion, pairs such as (28, 29.6), (28.3, 30),
(29, 30.4), (29, 30.7) (all evaluations expressed in seconds) and all intervals wider
than those listed, lead to a veto (against claiming that the alternative with the
higher evaluation could be preferred to the other one, since here, the criterion is
to be minimised). If this would seem reasonable then we would not be far from
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accepting a constant veto threshold of about 1.5 or 1.6 second. If we decide that
there is a veto with a constant threshold on the acceleration criterion for differ-
ences exceeding 1.5 second, it means that a car that accelerates from 0 to 100
km/h in 29.6 seconds (as is the case of Peugeot 309 GTI) could not conceivably
outrank a car which does it in 28 (as Honda Civic does) whatever the evaluations
on the other criteria might be. Of course, setting the veto threshold to 1.5 implies
that a car needing 30.4 seconds (like Mazda 323) may not outrank a car that
accelerates in 28.9 (like Opel Astra or Renault 21) but might very well outrank
a car that accelerates in 29 (like Nissan Sunny) if the performances on the other
criteria are superior. Using 1.5 as a veto threshold thus implies that differences
of at least 1.5 from 28 to 29.6 or from 28.9 to 30.4 have the same consequences
in terms of preference. Setting the value of the veto threshold obviously involves
some degree of arbitrariness; why not set the threshold at 1.4 second, which would
imply that Mazda 323 may not outrank Nissan Sunny? In such cases, it must be
verified whether small variations around the chosen value of a parameter (such as
a veto threshold) do not influence the conclusions in a dramatic manner; if small
variations do have a strong influence, detailed investigation is needed in order to
decide which setting of the parameter’s value is most appropriate. A related facet
of using thresholds is that growing differences that are initially not significant,
brutally crystallise into significant ones as soon as a crisp threshold is passed; ob-
viously methods using thresholds may show discontinuities in their consequences
and that is why sensitivity analysis is even more crucial here than with more clas-
sical methods. However, the underlying logic is quite similar to that on which
statistical tests are based; here as well, conventional levels of significance (like the
famous 5% rejection intervals) are widely used to decide whether a hypothesis
must be rejected or not. We will allude in the next section to more “gradual”
methods that can be designed on the basis of concordance-discordance principles
similar to those outlined above.

In order not to be too long we do not develop the consequences of introducing
veto thresholds in our example. It suffices to say that the outranking relation, its
kernel and the derived rankings are not dramatically modified in the present case.

6.4.4 Main features and problems of elementary outranking
approaches

The ideas behind the methods analysed above may be summarised as follows. For
each pair of alternatives (a, b) it is determined whether a outranks b by comparing
their evaluations gi(a) and gi(b) on each point of view i. The pairs of evaluations
are compared to intervals that can be viewed as typical of classes of ordered pairs of
evaluations on each criterion (for instance the classes “indifference”, “preference”
and “veto”). On the basis of the list of classes to which it belongs for each criterion
(its “profile”), the pair (a, b) is declared to be or not to be in the outranking
relation.

Note that

• a credibility index of outranking (for instance “weak” and “strong” outrank-
ing) may be defined; to each value of the index corresponds a set of profiles;
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if the profile of the pair (a, b) is one of those associated with a particular
value of credibility of outranking, then the outranking of b by a is assigned
this value of credibility index; there are of course rationality requirements
for the sets of profiles associated with the various values of the credibility
index; this credibility index is to be interpreted in logical terms; it models
the degree to which it is true that there are enough arguments in favour of
saying that a is better than b while there is no strong reason of refuting this
statement (see the definition of outranking in Section 6.4.2);

• thresholds may be used to determine the classes in differences for preference
on each criterion, provided differences gi(a) − gi(b) equal to such thresh-
olds have the same meaning independently of their location on the scale of
criterion i (linearity property);

• the rules for determining whether a outranks b (eventually to some degree of
a credibility index) generally involve weights that describe the relative impor-
tance of the criteria; these weights are typically used additively to measure
the importance of coalitions of criteria independently of the evaluations of
the alternatives.

The result of the construction, i.e. the outranking relation (possibly qualified
with a degree of a credibility index), is then exploited in view of a specific type of
decision problems (choice, ranking, . . . ). It is supposed to include all the relevant
and sure information about preference that could be extracted from the data and
the questions answered by the decision-maker.

Due to their lack of transitivity and acyclicity, procedures are needed to derive
a ranking or a choice set from the outranking relation. In the process of deriving
a complete ranking from the outranking relation, the property of independence
of irrelevant alternatives (see Chapter 2 where this property is evoked) is lost;
this property was satisfied in the construction of the outranking relation since
outranking is decided by looking in turn at the profiles of each pair of alternatives,
independently of the rest. Since this is an hypothesis of Arrow’s theorem and it is
violated, the conclusion of the theorem is not necessarily valid and one may hope
that there is no criterion playing the role of dictator.

The various procedures that have been proposed for exploiting the outrank-
ing relation (for instance transforming it into a complete ranking) are not above
criticism; it is especially difficult to justify them rigorously since they operate on
an object that has been constructed, the outranking relation. Since the decision-
maker has no direct intuition of this object, one can hardly expect to get reliable
answers when questioning him about the properties of this relation. On the other
hand, a direct characterisation of the ranking produced by the exploitation of an
outranking relation seems out of reach.

Non-compensation

The weights count entirely or not at all in the comparison of two alternatives; the
smaller or larger difference in evaluations between alternatives does not matter
once a certain threshold is passed. This fact, which was discussed in the second
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paragraph of this section 6.4.3, is sometimes called the non-compensation property
of outranking methods. A large difference in favour, say, of a over b on some
criterion is of no use to compensate for small differences in favour of b on many
criteria since all that counts for deciding that a outranks b is the list of criteria in
favour of a. Vetoes only have a “negative” action, impeding that outranking be
declared. The reader interested in the non-compensation property is referred to
Fishburn (1976), Bouyssou and Vansnick (1986), Bouyssou (1986).

Incomparability and indifference

For some pairs (a, b) it may be the case that neither a outranks b nor the opposite;
this can occur not only because of the activation of a veto but alternatively because
the credibility of both the outranking of a by b and of b by a are not sufficiently
high. In such a case a and b are said to be incomparable. This may be interpreted in
two different ways. One may advance that some alternatives are too contrasted to
be compared. It has been argued, for instance, that comparing a Rolls Royce with
a small and cheap car proves impossible because the Rolls Royce is incomparably
better on many criteria but is also incomparably more expensive. Another example
concerns the comparison of projects that involve the risk of loss of human life;
should one prefer a more expensive project with a lower risk or a less expensive one
with higher risk (see Chapter 5, Section 5.3.3, for evaluations of the cost of human
losses in various countries)? Other people support the idea that incomparability
results from insufficient information; the available information sometimes does not
allow to make up one’s mind on whether a is preferred to b or the converse.

In any case, incomparability should not be assimilated to indifference. Indiffer-
ence occurs when alternatives are considered as almost equivalent; incomparability
is more concerned with very contrasted alternatives. The treatment of the two cat-
egories is quite different in the exploitation phase; indifferent alternatives should
appear in the same class of a ranking or in neighbouring one, while incomparable
alternatives may be ranked in classes quite far apart.

6.4.5 Advanced outranking methods: from thresholding to-
wards valued relations

Looking at the variants of the ELECTRE method suggests that there is a general
pattern on which they are all built:

• alternatives are considered in pairs and eventually, outranking is determined
on the basis of the profiles of performance of the pair only;

• the differences between the evaluations of a pair of alternatives for each cri-
terion are categorised in discrete classes delimited by thresholds (preference,
veto, . . . );

• rules are invoked to decide which combinations of these classes lead to out-
ranking; more generally, there are several grades of outranking (weak, strong
in ELECTRE II, . . . ) and rules associate specific combinations of classes to
each grade;
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• specialised procedures are used to exploit the various grades of outranking
in view of supporting the decision process.

Defining the classes through thresholding raises the problem of discontinuity
alluded to in the previous section. It is thus appealing to work with continuous
classes of differences of preference for each criterion, i.e. directly with valued re-
lations. A value cj(a, b) on arc (a, b) models the degree to which alternative a is
preferred to alternative b on criterion j. These degrees are often interpreted in
logical fashion as a degree of credibility of the preference. Then each combination
of values of the credibility index on the various criteria may be assigned an overall
value of the credibility index for outranking; the outranking relation is also valued
in such a context.

Dealing with valued relations and especially combining “values” raises a ques-
tion: which operations may be meaningfully (or just reasonably) performed on
them. Our analysis of the weighted sum in section 6.2 has taught us that opera-
tions that may appear as natural, rely on strong assumptions that suppose very
detailed information on the preferences.

Consider the following formula which is used in ELECTRE III, a method
leading to a valued outranking relation (see Roy and Bouyssou (1993) or Vincke
(1992)), to compute the overall degree of credibility S(a, b) of the outranking of b
by a.

S(a, b) =


c(a, b) if Dj(a, b) ≤ c(a, b) ∀j

c(a, b)×
∏

j:Dj(a,b)>c(a,b)
1−Dj(a,b)
1−c(a,b) otherwise

In the above formula, Dj(a, b) is a degree of credibility of discordance. We do not
enter into the detail of how c(a, b) or Dj(a, b) can be computed; just remember
that they are valued between 0 and 1.

The justification of such a formula is mainly heuristic in the sense that the re-
sponse of the formula to the variation of some inputs is not counter-intuitive: when
discordance raises outranking decreases; the converse with concordance; when dis-
cordance is maximal there may not be any degree of outranking at all. This does
not mean that the formula is fully justified. Other formulae might have been
chosen with similarly good heuristic behaviour. The weighted sum also has good
heuristic properties at first glance, but deeper investigation shows that the val-
ues it yields cannot be trusted as a valid representation of the preferences unless
additional information is requested from the decision-maker and used to re-code
the original evaluations gj . The formula above involves operations such as mul-
tiplication and division that suppose that concordance and discordance indices
are plainly cardinal numbers and not simply labels of ordered categories. This is
indeed a strong assumption that does not seem to us to be supported by the rest
of the approach, in particular by the manner in which the indices are elaborated;
in the elementary outranking methods (ELECTRE I and II) much care was taken,
for instance, to avoid performing arithmetical operations on the evaluations gi(a);
only cuts of the concordance index were considered (which is typically an opera-
tion valid for ordinal data); vetoes were used in a very radical fashion. No special
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attention, comparable to what was needed to build value functions from the eval-
uations, was paid to building concordance and discordance indices; in particular,
nothing guarantees that these indices can be combined by means of arithmetic
operations and produce an overall index S representative of a degree of credibility
of an outranking. For instance, consider the following two cases which lead to an
outranking degree of .4:

• the concordance index c(a, b) is equal to .40 and there is no discordance (i.e.
Dj(a, b) = 0 for all j);

• the concordant coalition weighs .80 but there is a strong discordance on
criterion 1; D1(a, b) = .90 while Dj(a, b) = 0 for all j 6= 1.

For both, the formula yields a degree of outranking of .40. Obviously another
formula with similar heuristic behaviour might have resulted in quite different
outputs. Consider for instance the following:

S(a, b) = min{c(a, b),min{1−Dj(a, b), j = 1, . . . , n}}

On the first case, it yields an outranking degree of .40 as well but on the second
case, the degree falls to .10. It is likely that in some circumstances a decision-maker
might find the latter model more appropriate. Note also that the latter formula
does not involve arithmetic operations on c(a, b) and the 1 − Dj(a, b)’s but only
ordinal operations, namely taking the minimum. This means that transforming
c(a, b) and the 1−Dj(a, b)’s by an increasing transformation of the [0, 1] interval
would just amount to transforming the original value of S(a, b) by the same trans-
formation. This is not the case with the former formula. Hence, if the information
content of the c(a, b) and the 1 − Dj(a, b)’s just consists in the ordering of their
values in the [0, 1] interval, then the former formula is not suitable. For a survey
of possible ways of aggregating preferences into a valued relation, the reader is
referred to chapters 2 and 3 of the book edited by S lowiński (1998).

The fact that the value obtained for the outranking degree may involve some de-
gree of arbitrariness did not escape Roy and Bouyssou (1993) who explain (p.417)
that the value of the degree of outranking obtained by a formula like the above
should be handled with care; they advocate that thresholds be used when com-
paring two such values: the outranking of b by a can be considered to be more
credible than the outranking of d by c only if S(a, b) is significantly larger than
S(c, d). We agree with this statement but unfortunately it seems quite difficult to
assign a value to a threshold above which the difference S(a, b)− S(c, d) could be
claimed as “significant”.

There are thus two directions that can be followed for taking the objections to
the formula of ELECTRE III into account. In the first option, one considers that
the meaning of the concordance and discordance degrees is ordinal and one tries to
determine a family of aggregation formulae that fulfil basic requirements including
compatibility with the ordinal character of concordance and discordance. The
other option consists in revising the way concordance and discordance indices are
constructed in order to have a quantitative meaning that allows to use arithmetic
operations for aggregating them. That is, at least tentatively, the option followed
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in the PROMETHEE methods (see Brans and Vincke (1985) or Vincke (1992);
these methods may be interpreted as aiming towards building a value function
on the pairs of alternatives; this function would represent the overall difference in
preference between any two alternatives. The way that this function is constructed
in practice however, leaves the door open to remarks analogous to those addressed
to the weighted sum in Section 6.2.

6.5 General conclusion

This long chapter has enabled us to travel through the continent of formal methods
of decision analysis; by “formal” we mean those methods relying on an explicit
mathematical model of the decision-maker’s preferences. We neither looked into
all methods nor did we explore those we looked into completely. There are other
continents that have been almost completely ignored, in particular all the methods
that do not rely on a formal modelling of the preferences (see for instance the
book edited by Rosenhead (1989) in which various approaches are presented for
structuring problems in view of facilitating decision making).

On the particular topic of multi-attribute decision analysis, we may summarise
our main conclusions as follows:

• Numbers do not always mean what they seem to. It makes no sense to ma-
nipulate raw evaluations without taking the context into account. Numbers
may have an ordinal meaning, in which case it cannot be recommended to
perform arithmetic operations on them; they may be evaluations on an inter-
val scale or a ratio scale and there are appropriate transformations that are
allowed for each type of scale. We have also suggested that the significance
of a number may be intermediate between ordinal and cardinal; in that case,
the interval separating two evaluations might be given an interpretation: one
might take into consideration the fact that intervals are e.g. large, medium
or small. Evaluations may also be imprecise and knowing that should influ-
ence the way they will be handled. Preference modelling is specifically the
activity that deals with the meaning of the data in a decision context.

• Preference modelling does not only take objective information linked with
the evaluations or with the data, such as the type of scale or the degree
of precision or the degree of certainty into account. It also incorporates
subjective information in relation to the preferences of the decision maker.
Even if numeric evaluations actually mean what they seem to, their signifi-
cance is not immediately in terms of preferences: the interval separating two
evaluations must be reinterpreted in terms of difference in preferences.

• The (vague) notion of importance of the criteria and its implementation are
strongly model-dependent. Weights and trade-offs should not be elicited in
the same manner depending on the type of model since e.g. they may or may
not depend on the scaling of the criteria.

• There are various types of models that can be used in a decision process.
There is no best model; all have their strong points and their weak points.
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The choice of a particular approach (including a type of model) should be the
result of an evaluation, in a given decision situation, of the chances of being
able to elicit the parameters of the corresponding model in a reliable manner;
these “chances” obviously depend on several factors including the type and
precision of the available data, the way of thinking of the decision-maker,
his knowledge of the problem. Another factor that should be considered for
choosing a model, is the type of information that is wanted as output: the
decision maker needs different information when he has to rank alternatives
to when he has to choose among alternatives or when he has to assign them
to predefined (ordered) categories (we put the latter problem aside in our
discussion of the car choosing case). So, in our view, the ideal decision
analyst, should master several methodologies for building a model. Notice
that additional dimensions make the choice and the construction of a model
in group decision making even more difficult; the dynamics of such decision
processes is by far more complex, involving conflicts and negotiation aspects;
constructing complete formal models in such contexts is not always possible,
but it remains that using problem structuring tools (such as cognitive maps)
may prove profitable.

• A direct consequence of the possibility of using different models is that the
output may be discordant or even contradictory. We have encountered such
a situation several times in the above study; cars may be ranked in different
positions according to the method that is used. This does not puzzle us too
much. First of all, because the observed differences appear more as vari-
ants than as contradictions; the various outputs are remarkably consistent
and the variants can be explained to some extent. Second, the approaches
use different concepts and the questions the decision maker has to answer
are accordingly expressed in different languages; this of course induces vari-
ability. This is no wonder since the information that decision analysis aims
at capturing cannot usually be precisely measured. It is sufficient to recall
that experiments have shown that there is much variability in the answers
of subjects submitted to the same questions at time intervals. Does this
mean that all methods are acceptable? Not at all. There are several criteria
of validity. One is that the method has to be accepted in a particular de-
cision situation; this means that the questions asked to the decision-maker
must make sense to him and he should not be asked for information he is
unable to provide in a reliable manner. There are also internal and external
consistency criteria that a method should fulfil. Internal consistency implies
making explicit the hypotheses under which data form an acceptable input
for a method; then the method should perform operations on the input that
are compatible with the supposed properties of the input; this in turn induces
an output which enjoys particular properties. External consistency consists
in checking whether the available information matches the requirements of
acceptable inputs and whether the output may help in the decision process.
The main goal of the above study was to illustrate the issue of internal and
external validity on a few methods in a specific simple problem.
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Besides the above points that are specific to multiple criteria preference models,
more general lessons can also be drawn.

• If we consider our trip from the weighted sum to the additive multi-attribute
value model in retrospect, we see that much self-confidence and therefrom
much convincing power can be gained by eliciting conditions under which
an approach such as the weighted sum would be legitimate. The analysis
is worth the effort because precise concepts (like trade-offs and values) are
sculptured through analysis that also results in methods for eliciting the
parameters of the model. Another advantage of theory is to provide us
with limits, i.e. conditions under which a model is valid and a method is
applicable. From this viewpoint and although the outranking methods have
not been fully characterised, it is worth noticing that their study has recently
made theoretical progress (see e.g. Arrow and Raynaud (1986), Bouyssou
and Perny (1992), Vincke (1992), Fodor and Roubens (1994), Tsoukiàs and
Vincke (1995) , Bouyssou (1996), Marchant (1996), Bouyssou and Pirlot
(1997)), Pirlot (1997)) .

• An advantage of formal models that could not be overemphasised is that
they favour communication. In the course of the decision process, the con-
struction of the model requires that pieces of information, knowledge and
priorities that are usually implicit or hidden, be brought into light and taken
into account; also, the choice of the model reflects the type of available in-
formation (more or less certain, precise, quantitative). The result is often
a synthesis of what is known and what has been learnt about the decision
problem in the process of elaborating the model. The fact that a model is
formal also allows for some sort of calculations; in particular, testing to what
extent the conclusions are stable when the evaluation of imprecise data are
varied is possible within formal models. Once a decision has been made, the
model does not lose its utility. It can provide grounds for arguing in favour
or against a decision. It can be adapted to make ulterior decisions in similar
contexts.

• The “decisiveness” of the output depends on the “richness” of the infor-
mation available. If the knowledge is uncertain, imprecise or simply non-
quantitative in nature, it may be difficult to build a very strong model;
by “strong”, we mean a model that clearly suggests a decision as, for in-
stance, those that produce a ranking of the alternatives. Other models
(and especially those based on pairwise comparisons of alternatives and ver-
ifying the independence of irrelevant alternatives property) are not able—
structurally—to produce a ranking; they may nevertheless be the best possi-
ble synthesis of the relevant information in particular decision situations. In
any case, even if the model leads to a ranking, the decision is to be taken by
the decision-maker and it is not in general an automatic consequence of the
model (due for instance to imprecisions in the data that calls for a relativi-
sation of the model’s prescription). As will be illustrated in greater detail in
Chapter 9, the construction of a model is not all of the decision process.
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decision processes, North-Holland, Amsterdam.

[119] IEEE 92 (1992). Standard for a software quality metrics methodology, Tech-
nical report, The Institute of Electrical and Electronics Engineers.

[120] International Atomic Energy Agency (1993). Cost-benefit aspects of food ir-
radiation processing, Bernan Associates, Washington D.C.



254 BIBLIOGRAPHY

[121] ISO/IEC 9126 (1991). Information technology – Software product evalua-
tion, quality characteristics and guidelines for their use, Technical report,
ISO, Genève.
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[198] Piéron, H. (1963). Examens et docimologie, PUF, Paris.

[199] Pirlot, M. and Vincke, Ph. (1997). Semiorders. Properties, representations,
applications, Kluwer, Dordrecht.

[200] Pirlot, M. (1997). A common framework for describing some outranking
procedures, Journal of Multi-Criteria Decision Analysis 6: 86–93.

[201] Popham, W.J. (1981). Modern educational measurement, Prentice-Hall,
New-York.

[202] Poulton, E.C. (1994). Behavioral decision theory: A new approach, Cam-
bridge University Press, Cambridge.

[203] Quiggin, J. (1982). A theory of anticipated utility, Journal of Economic
Behaviour and Organization 3: 323–343.



BIBLIOGRAPHY 259

[204] Quiggin, J. (1993). Generalized expected utility theory – The rank-dependent
model, Kluwer, Dordrecht.

[205] Raiffa, H. (1970). Decision analysis – Introductory lectures on choices under
uncertainty, Addison-Wesley, New York.

[206] Riley, H.J., Checca, R.C., Singer, T.S. and Worthington, D.F.. (1994).
Grades and grading practices: The results of the 1992 AACRAO survey,
American Association of Collegiate Registrars and Admissions Officers,
Washington D.C.

[207] Rosenhead, J. (1989). Rational analysis of a problematic world, Wiley, New
York.

[208] Roubens, M. and Vincke, Ph. (1985). Preference modelling, Springer Verlag,
Berlin.

[209] Roy, B. and Bouyssou, D. (1991). Decision-aid: an elementary introduction
with emphasis on multiple criteria, Investigación Operativa 2: 95–110.

[210] Roy, B. and Bouyssou, D. (1993). Aide multicritère à la décision : Méthodes
et cas, Economica, Paris.

[211] Roy, B. and Skalka, J.-M. (1984). ELECTRE IS : Aspects méthodologiques
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d’infrastructures de transports collectifs en région Ile-de-France, Technical
report, Syndicat des Transports Parisiens, Paris.

[242] Tchudi, S. (1997). Alternatives to grading student writing, National Council
of Teachers of English, Urbana.

[243] Teghem, J. (1996). Programmation linéaire, Éditions de l’Université de
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