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f LAMSADE, Université Paris Dauphine - PSL, Paris, France
g UKM Medical Molecular Biology Institute (UMBI), 56000, Kuala Lumpur, Malaysia

A R T I C L E I N F O

Keywords:
Generative artificial Intelligence
Drug discovery
Protein-protein interactions
Drug-target interactions
Database
Performance metrics
Molecules representations

A B S T R A C T

Generative Artificial Intelligence (Generative AI) is transforming drug discovery by enabling advanced analysis
of complex biological and chemical data. This review explores key Generative AI models, including Generative
Adversarial Networks (GANs), Variational Autoencoders (VAEs), flow-based models and Transformer-based
models, with Transformers gaining prominence due to the abundance of text-based biological data and the
success of language models like ChatGPT. The paper discusses molecular representations, performance evalua-
tion metrics, and current trends in Generative AI-driven drug discovery, such as protein-protein interactions
(PPIs), drug-target interactions (DTIs) and de-novo drug design. However, these approaches face significant
challenges, including applicability domain issues, lack of interpretability, data scarcity, novelty, scalability,
computational resource limitations, and the absence of standardized evaluation metrics. These challenges hinder
model performance, complicate decision-making, and limit the generation of novel and viable drug candidates.
To address these issues, strategies such as hybrid models, integration of multiomics datasets, explainable AI (XAI)
techniques, data augmentation, transfer learning, and cloud-based solutions are proposed. Additionally, a
curated list of databases supporting drug discovery research is provided. The review concludes by emphasizing
the need for optimized AI models, robust validation methods, interdisciplinary collaboration, and future aca-
demic efforts to fully realize the potential of Generative AI in advancing drug discovery.

1. Introduction

Drug discovery consists of 4 phases, each with a different process as
illustrated in Fig. 1. The 4 phases are the research and development
(R&D) phase, preclinical studies phase, clinical trial phase, review and
approval phase [1]. These phases will take over 10 years and require
significant financial investment due to their complexity and high failure
rates.

The first phase, the R&D phase, involves five (5) processes. It starts
with target identification. Target identification is when scientists or
researcher study and understand the disease, disrupted pathways, pro-
teins, enzymes, receptors, or genes associated with the disease. The

primary goal of this process is to discover a potential target linked to the
disease that a drug can modulate to achieve a therapeutic effect. Once
the target has been identified, scientists and researchers will proceed to
the target validation process. Target validation involves proving or
confirming that modulating the identified target will produce the
desired therapeutic outcome. This step provides strong evidence that the
target is druggable and critical to the disease, justifying further research.

Following target validation, the process moves to hit generation,
where early drug molecules (hits) are identified. These hits exhibit
measurable activity against the target or disease. After generating the
hits, researchers proceed to lead identification, selecting the most
promising molecules for further study. Next, the lead optimization
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process is conducted. At this stage, the identified lead molecules are
chemically modified to improve their efficacy, safety, selectivity, and
pharmacokinetic properties. Once optimized, the drug candidates un-
dergo preclinical testing using animal models. This stage aims to eval-
uate the drug’s efficacy, toxicity, and ADME (absorption, distribution,
metabolism, and excretion) properties.

If the drug candidate demonstrates stability and safety, regulatory
permission must be obtained to proceed with clinical trials. Scientists
submit an Investigational New Drug (IND) application to regulatory
authorities such as the Food and Drug Administration (FDA) or Euro-
pean Medicines Agency (EMA). Clinical trials are typically divided into
three phases, mainly to test the dosage and safety monitory. Phase 1
involves 20–80 participants, Phase 2 involves 100–300 participants and
Phase 3 involves 1000–3000 participants. Upon successful completion of
clinical trials, a New Drug Application (NDA) is submitted for approval.
If approved, the drug moves into the post-approval phase. In this final
stage, scientists and researchers monitor the long-term safety and po-
tential side effects of the approved drug through post-marketing
surveillance.

All of these processes will take up to more than 10 years and cost
anywhere from US$161 million to US$4.54 billion. Despite these sig-
nificant investments of time and money, the majority of potential drug
candidates fail during clinical trials for various reasons, such as poor
pharmacokinetic properties, insufficient clinical effectiveness, and
adverse effects. However, with the emergence of Generative Artificial
Intelligence (Generative AI) technology, this lengthy and costly R&D
process can be accelerated and made more cost-effective. Besides, this
advancement also can reduce the need for the preclinical studies phase
and introduce the non-invasive step of producing new drugs. Let’s go
through how the advancement of Generative AI shaping a new future for
the drug discovery industry.

1.1. How generative AI accelerates drug discovery?

INS018_055 is the first Generative AI-based drug generated that
successfully passed Phase 1 clinical trials [2] and is currently undergo-
ing Phase 2 clinical trials, with results expected this year [3].
INS018_055 is designed for the treatment of Idiopathic Pulmonary
Fibrosis (IPF), a chronic lung disease, and was discovered by Insilico

Medicine in 2020 [4]. The company utilized its published Generative
pipeline, PandaOmics, to identify the target for this disease. PandaOmics
is a Generative AI drug discovery platform that employs the Generative
Pretrained Transformer (GPT) model, similar to the model underlying
ChatGPT. Remarkably, the process from target identification (under the
R&D phase) to the preclinical phase took only 18months, demonstrating
the efficiency and potential of their Generative AI drug discovery
approach. Fig. 2 shows the overview of the current process to generate
INS018_055 for IPF using Generative AI.

In order to find therapeutic targets for a variety of illnesses, including
IPF, Insilico Medicine used biological network analysis, text data from
scientific publications, and multi-omic datasets (such as gene expression
profiles and pulmonary fibrosis datasets). Using factors including
disease-agnostic qualities, accessibility by therapeutic antibodies or
small compounds, novelty, druggability, crystal structure availability,
and protein-receptor kinase interactions, PandaOmics produced a
ranked list of the top five targets. TNIK was found to be the most
important target among them. TNIK was chosen because of its
comparatively high results in random walks on heterogeneous graphs,
causal inference, routes, network neighbors, interactome community,
and negative matrix factorization investigations.

After TNIK was identified, Insilico Medicine verified the target to see
if a medication may affect TNIK. Single-cell gene expression datasets
from both healthy and IPF patients were used in this validation. The
findings showed that, in comparison to normal tissue, TNIK expression is
substantially higher in cytotoxic T cells, myofibroblasts, and club cells in
damaged tissue. These results emphasized the necessity of developing
targeted TNIK inhibitors.

To design the inhibitors, Insilico Medicine used the TNIK kinase
domain’s accessible crystal structures as a blueprint. The activity of the
kinase and its active binding sites were described in depth by these
structures. Chemical structures that were customized to the unique
characteristics of TNIK were then produced using the Chemistry42
structure-based drug-design AI methodology. The goal was to develop
inhibitors that might precisely suppress kinase activity without causing
off-target effects by binding to the TNIK active site and establishing
hydrogen bonds with the Cys108-NH group in the hinge region.

In the hinge region, INS018_055’s carboxyl oxygen and Cys108-NH
create a hydrogen bridge. Then, the drug candidates are evaluated by

Fig. 1. The process of traditional drug discovery in the wet lab.
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their stable planar conformation, bond formation, back-pocket occupa-
tion, and surface plasmon resonance assays. In the last lead optimiza-
tion, this phase prioritizes the improvement in absorption, distribution,
metabolism and excretion (ADME) of the drug candidates. The new
generated drug candidates were chosen based on the basis of their
chemistry, novelty, and synthetic accessibility. This process resulted in a
potent candidate, with INS018_055 exhibiting an affinity characterized
by a dissociation constant (Kd) value of 4.32 nM. To date, INS018_055
has demonstrated safety in healthy volunteers and is expected to deliver
Phase 2 clinical trial results this year. This initiative has shown how
advanced these Generative AI technologies are in drug discovery.

2. What is generative AI?

Before going through the advancements of Generative AI in drug
discovery, it is essential to understand what Generative AI entails.
Generative AI, which underpins applications such as ChatGPT, is an
advanced AI model that can analyze and create new data based on the
user’s prompt [5], as illustrated in Fig. 3. Generative AI can generate
new data by understanding the pattern of their training. The new data
might be similar data, or improved data based on the user’s prompt.
Compared to traditional AI, which uses data to analyze and learn from
patterns in the data, Generative AI is more sophisticated. Beyond ap-
plications such as writing assignments or answering test questions,
Generative AI has been utilized to create new drug molecules. In order

Fig. 2. Overview of the current process to generate INS018_055 for IPF using Generative AI.

Fig. 3. The similarity between ChatGPT and Generative AI used for drug discovery.
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for the Generative AI model to generate new drug candidates based on
the input data, researchers must provide enough data for the model to
analyze and learn from. Therefore, Generative AI is a model designed to
generate or imitate the properties of the original data.

Generative AI is a subset of Deep Learning (DL), Machine Learning
(ML), and Artificial Intelligence (AI) [6], as illustrated in Fig. 4. Unlike
predictive or classification models, it possesses the ability to generate
new data. This capability to create synthetic data opens numerous
possibilities across various fields. Generative Adversarial Networks
(GANs) were first presented by Ian Goodfellow in 2017, making him the
pioneer of Generative AI. GANs are a foundational method that has since
become central to the field [7]. In creative industries, Generative AI is
used to produce art, music, and voice synthesis, offering new tools for
artists and composers. In business, it supports automated content crea-
tion, customer service chatbots, and data augmentation. In scientific
research, Generative AI is leveraged to generate hypotheses, design
experiments and identify novel biomarkers [8,9]. Currently, Generative
AI is widely recognized for its transformative impact on drug discovery
[10,11]. It has enormous potential to advance pharmaceutical innova-
tion by drastically cutting down on the time and expense needed to
develop new drug molecules.

Designing new drug candidates can be accelerated with the
advancement of Generative AI technology. However, it remains a
complex process that must satisfy predefined criteria related to physical
properties, chemical characteristics, and biological measures [12].
These criteria ensure that the generated drug molecules possess favor-
able pharmacokinetic properties and have a high likelihood of success in
clinical trials. Unlike traditional methods, where chemists must manu-
ally select and validate safe and effective candidate molecules from a
vast chemical space, Generative AI technologies have gained popularity
for their ability to automatically generate biologically relevant and
synthesizable drug candidates within a significantly shortened
timeframe.

3. Tools for generative AI-based drug discovery

To effectively leverage Generative AI technology for drug discovery,
several critical factors must be considered. These encompass the types of
data required, the desired molecular representations, the choice of
appropriate models or algorithms, the selection of suitable performance
evaluation metrics and the usability and accessibility of the tools. This
section will provide an overview of commonly used datasets in drug

discovery research, various molecular representation techniques avail-
able to date, widely adopted Generative AI models, the performance
evaluation metrics used within this domain and the usability and
accessibility of Generative AI-based drug discovery tools.

3.1. Dataset for generative AI drug discovery research

The omics field is experiencing a rapid surge in data generation,
driven by advancements in high-throughput sequencing technologies.
This explosion of data presents valuable opportunities for predictive
modeling in precision medicine, particularly in understanding complex
diseases like cancer. To meet the necessary physical, chemical, and
biological criteria for drug discovery, Generative AI models depend on
adequate and well-validated data. Several widely used chemical and
bioinformatics databases provide such datasets, enabling model
training, validation, and testing within the drug discovery community.

For virtual (in silico) screening, one well-known resource is the ZINC
database (https://zinc.docking.org/), an open-source platform that
contains over 750 million commercially available and purchasable
chemicals. This includes over 230 million molecules provided in ready-
to-dock 3D formats. The vast dataset offered by ZINC is particularly
useful for pre-training Generative AI models, which allow them to un-
cover hidden patterns in both new and old pharmacological compounds.
However, ZINC primarily focuses on synthesizability and commercial
availability, which may limit the biological activity of the generated
molecules. As a result, models trained on ZINC tend to produce mole-
cules that are easy to synthesize but may lack the therapeutic potential
required for drug development.

To design drug molecules with enhanced bioactivity, models must
also consider chemical interactions with biological targets. A key
resource for this purpose is ChEMBL (https://www.ebi.ac.uk/chembl/),
which includes over 2.5 million bioactive compounds with drug-like
qualities. This database provided detailed information on biological
targets and their bioactivity, making it ideal for training models to
produce compounds with particular characteristics. However, ChEMBL
does not prioritize synthesizability, which can result in molecules that
are biologically promising but difficult or expensive to produce. This
trade-off highlights the importance of carefully selecting datasets based
on the specific goals of the drug discovery project.

The largest open-source chemical information repository, PubChem
(https://pubchem.ncbi.nlm.nih.gov/), is another important resource.
With over 119 million chemical compounds PubChem provides

Fig. 4. Generative AI is the subset of Deep Learning, Machine Learning and Artificial Intelligence.
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comprehensive details on molecular formulas, structures, properties,
biological activities, safety, and toxicity. These datasets allow models to
predict molecular behavior under experimental settings. For informa-
tion on approved and experimental drugs, DrugBank (https://go.drug
bank.com/) is a valuable resource. It offers detailed information on
drug targets, interactions, and pathways within the human body, mak-
ing it highly useful for applications such as drug repurposing and
interaction studies. Lastly, the LINCS database (https://clue.io/relea
ses/datadashboard) is widely used to train generative models on the
properties of biological targets. It contains data on gene expression
levels in human cells affected by specific diseases, as well as changes in
gene expression in unhealthy cells treated with drugs. This enables
models to understand the biological and chemical properties of target
cells.

While these databases are widely recognized, there are numerous
other datasets available that are suitable for drug discovery, as sum-
marized in Table 1. Collectively, these resources provide immense op-
portunities for leveraging Generative AI in drug discovery, including de
novo drug design, drug repurposing, and other applications. However,
the choice of dataset significantly influences the applicability domain of
Generative AI models, as discussed in Section 5.0, under subsection 5.1
Applicability Domain Issues: Balancing Synthesizability and Biological
Activity. For example, models trained on ZINC may generate molecules
with high synthesizability but limited biological activity, while those
trained on ChEMBL may produce biologically active molecules that are
challenging to synthesize. This trade-off underscores the need for
advanced tools and strategies to balance these priorities, as explored in

later sections.

3.2. The representation of molecules

Generative AI models rely heavily on molecular representations to
effectively design and understand molecular properties The ability of
Generative AI models to identify and predict molecular behaviour and
properties is strongly influenced by the molecular representation [13].
As illustrated in Fig. 5, there are 3 widely used types of molecular rep-
resentations are: (1) 1D sequence-based, (2) graph-based, and (3) 3D
structure-based (Yang & Cheng, 2025).

The concept of representing molecules as sequences originates from
the success of Natural Language Processing (NLP) (Ofer et al., 2021).
This approach draws on the similarity between the semantics and
grammar of biological structures and human language. Consequently,
biological and chemical molecules can be encoded as sequences. The
Simplified Molecular Input Line Entry System (SMILES) is the most
widely used sequence-based representation [13–15]. It converts the
structure of a molecule into a string of characters. SMILES relies on five
fundamental syntax rules, allowing molecules to be transformed into
vectors that generative models can process efficiently. Another widely
adopted approach for molecular representation is the graph-based
approach. In this method, nodes represent atoms, and edges corre-
spond to the bonds between them [16–18]. This method is more direct
and flexible compared to sequence-based representations. While
sequence-based representations are memory-efficient and facilitate
easier searching, they lack 3D structural information. Similarly,
graph-based approaches also fail to capture spatial details, which are
crucial for understanding the functional properties of molecules. The 3D
structural representation provides detailed information about a mole-
cule’s spatial configuration [17,19,20] including crystallization prop-
erties and molecular shapes. This data is invaluable for designing
molecules that precisely fit specific biological targets, making it critical
for drug discovery. However, obtaining accurate 3D structural data is
challenging [21]. It often relies on time-consuming and
resource-demanding experimental methods, such as X-ray crystallog-
raphy or cryo-electron microscopy. To address this limitation, compu-
tational tools like AlphaFold2 have emerged as transformative
alternatives. AlphaFold2 is an open-access platform that offers the
ability to predict high-quality 3D molecular structures directly from
amino acid sequences [22,23]. Building on this foundation, the recent
release of AlphaFold3 further expands its capabilities. Now, AlphaFold3
can predict high-quality 3D molecular structures and its interactions
with DNA, RNA, small molecules, and other proteins [24a,b]. This
breakthrough improvement significantly accelerates access to 3D
structural data, hence enabling more efficient drug design processes.
Additionally, several other molecular representation methods are used
in drug discovery, as summarized in Table 2.

Among the various representations listed in Tables 2 and 1D
sequence-based representations, particularly SMILES and its derivatives
(Canonical SMILES, DeepSMILES, SELFIES), remain the most widely
adopted in modern generative AI models due to their simplicity,
compactness, and compatibility with deep learning architectures
inspired by NLP [25,26,27]. Graph-based representations are gaining
popularity [25,28,27], especially with the advancement of Graph Neural
Networks (GNNs), which allow more direct modeling of atomic re-
lationships and molecular structures. These models often outperform
sequence-based ones in property prediction tasks due to their ability to
capture connectivity and substructure-level information. Meanwhile, 3D
structure-based representations are the most informative, particularly
for tasks involving binding affinity or protein-ligand interaction
modelling [29].

Several benchmarking studies have been conducted to compare the
predictive performance of these representations in virtual screening for
drug discovery. For example [30], compared the performance of 1D
sequence-based, 2D graph-based and 3D structure-based

Table 1
List of databases widely used for drug discovery.

Database Description Link Usage Example

ZINC A public database of
commercially available
compounds.

https://zinc.doc
king.org/

Virtual
screening

ChEMBL A database of bioactive
compounds that resemble
drugs. properties.

https://www.ebi.
ac.uk/chembl/

De novo drug
design

PubChem A public repository of
chemical molecules and
their activities against
biological assays.

https://pubchem.
ncbi.nlm.nih.gov

Toxicity
prediction

DrugBank A comprehensive resource
of drug data, including
detailed drug targets,
interactions, and
pathways.

https://go.drug
bank.com/

Drug
repurposing

LINCS A database of gene
expression profiles from
human cells treated with
drugs.

https://clue.
io/releases/data
dashboard

Drug
mechanism
analysis

QM9 A quantum chemistry
dataset with 134,000
molecules for property
prediction.

quantum
-machine-9
-akac-qm9

Quantum
property
prediction

MOSES A benchmark dataset for
training and evaluating
molecular generation
models.

https://github.
com/moleculars
ets/moses

Generative
model
evaluation

UniProt Provides protein sequence
and annotation data.

https://www.uni
prot.org/

Protein
function
prediction

BindingDB A database of measured
binding affinities for DTI.

https://www.
bindingdb.org/b
ind/index.jsp

Drug-target
interaction
(DTI)

RCSB PDB A repository of 3D
structural data for large
biological molecules,
including drug-target
complexes.

https://www.
rcsb.org/

Protein-
protein
interaction
(PPI)

SureChEMBL Provides compounds
extracted from patent
literature.

https://www.
surechembl.org/

De novo drug
design
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representations, finding that four representative 3D structure-based
models often outperform the others terms of accuracy and computa-
tional speed. Moreover, 3D structure-based approaches can more
effectively predict real biological interactions and simulate the actual
binding process [30]. More recently, 3D-aware models like 3DGT-DDI
[31] and DimeNet [32] have shown superior performance on bench-
marks such as DrugBank and QM9, especially when 3D information is

available. Nevertheless, the choice of representation often depends on
the specific application, available data, and computational resources.
Thus, an integrated approach that combines multiple representations is
increasingly being explored to leverage the strengths of each format.

3.3. Generative AI models

Generative AI are categorized as autoregressive [24a,b] and
non-autoregressive models [33]. Autoregressive Generative AI models
produce output sequentially, generating each part step by step. These
models predict the next output based on previously generated outputs.
For example, ChatGPT generates one word at a time, progressively
constructing complete sentences by connecting these words. In contrast,
non-autoregressive Generative AI models generate output simulta-
neously, without relying on previously produced outputs. This inde-
pendence allows non-autoregressive models to produce results faster
than autoregressive models.

Among the various Generative AI architectures, the earliest and
oldest model is the Energy-based Model (EBM) [34]. EBMs have their
roots in statistical mechanics and work by associating an energy func-
tion to each data point, where lower energy corresponds to more likely
configurations [34]. Despite their long history, EBMs are not as
commonly used in modern applications due to their computational
challenges, such as the need for expensive sampling techniques like
Markov Chain Monte Carlo (MCMC) to approximate the true data dis-
tribution [35]. However, they remain valuable for tasks such as gener-
ating molecular structures and optimizing protein-ligand interactions,
where their flexibility can be harnessed. Although not widely used in
mainstream drug discovery compared to newer models, EBMs set the
foundation for more advanced generative techniques.

Currently, GANs, Variational Autoencoders (VAEs), Transformers
and flow-based model are the most widely used generative models in
various fields, including drug discovery. These models can be imple-
mented in either autoregressive or non-autoregressive ways, depending
on the task and design. For instance, Transformers are often used in
autoregressive settings [36] but can also be adapted for
non-autoregressive tasks [37]. Similarly, GANs and VAEs are typically
non-autoregressive, as they generate outputs in a single forward pass,
but they can be combined with autoregressive components for specific
applications [38,39]. In contrast, flow-based models also operate in a
non-autoregressive manner, learning invertible mappings between
simple and complex distributions, which allows for both efficient sam-
pling and precise control over the data generation process [40]. Un-
derstanding these models and their categorization helps in selecting the
right approach for different generative tasks.

GANs and VAEs are increasingly utilized in the development of new
therapeutic compounds. Meanwhile, Transformers represent more

Fig. 5. Overview of molecular representations.

Table 2
Example of commonly used molecular representation methods.

Representations Descriptions

1D Sequence-Based
SMILES Encodes molecular structures as text strings based on basic

syntax rules and connectivity.
Canonical
SMILES

A standardized version of SMILES that ensure the molecule’s
uniqueness.

Generic SMILES A simplified version of SMILES focusing only on basic
connectivity.

Isomeric SMILES An extension of SMILES with connectivity, stereochemistry and
isotopic information.

DeepSMILES A variation of SMILES designed for compatibility with deep
learning models.

SELFIES An alternative to SMILES designed to avoid syntax errors during
encoding.

InChI A hierarchical text-based with connectivity, hydrogen and
stereochemistry layers.

InChI Key A hashed derived from InChI for quick searches and indexing.

2D Graph-Based
MACC Key Encodes molecules using 166 binary keys for molecular

similarity.
Circular Encodes molecules using overlapping circular substructures

around each atom with local structural information.
Path Encodes linear paths of atoms and bonds, capturing sequential

information within a molecule.
Tree Represent molecules as hierarchical tress with branching

patterns and nested structural relationship.
Atom Pair Encodes pair of atoms and shortest path distances, with

relational and spatial connectivity.
Graph Represents molecules as graphs with atoms as nodes and bonds

as edges

3D Structured-Based
3D Spatial Represents molecules based on spatial configuration and

coordinates of atom in 3D.
Crystallography Experimentally determined 3D structures.
AlphaFold2 Provides high-quality 3D structures of molecules from amino

acid sequence.
AlphaFold3 An enhanced version of AlphaFold2 that incorporates

interactions with DNA, RNA, small molecules, and other
proteins.

Voxel Encodes molecular structures into 3D grids or voxel spaces with
electron density.

A.S. Jusoh et al.
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advanced and complex Generative AI models compared to GANs and
VAEs. However, all these models incorporate key elements such as
GNNs, Graph Convolutional Networks (GCNs), and Convolutional
Neural Networks (CNNs) to process chemical or biological data repre-
sented as graphs or images. On the other hand, Recurrent Neural Net-
works (RNNs) are employed to process molecular representations in
sequence-based formats, such as SMILES. Additionally, Reinforcement
Learning (RL) is a crucial element in Generative AI applications. RL is
used to train models to produce outputs that are optimized to achieve
specific objectives. In the context of drug discovery, RL helps optimize
molecular properties to meet desired criteria. For instance, conditional
VAEs leverage RL to generate molecules that satisfy predefined biolog-
ical and chemical requirements [41].

3.3.1. GANs
The concept of GANs was introduced by Goodfellow [42]. Good-

fellow conceived the idea during a discussion with colleagues, where he
proposed the framework of two neural networks: a generator and a
discriminator. These networks compete against each other to enhance
the quality of generated data. In drug discovery, where the chemical
space for molecule selection is vast, GANs can generate new molecules
that not only meet the biological criteria but also adhere to the chemical
requirements of the target. The generator functions to generate new
molecules by taking in the random noise, while the discriminator at-
tempts to differentiate between synthetic/generated data and real data.
As illustrated in Fig. 6, the architecture of GANs involves these two
networks working in opposition. The adversarial process continues until
the discriminator can no longer distinguish between the generated data
and the real data, resulting in highly realistic synthetic outputs. These
promising approaches show that GANs is suitable to design new thera-
peutic molecules with improved characteristics.

MolGAN, ORGAN, and ORGANIC are among the first examples of
GAN-based models designed for generating new therapeutic molecules.
ORGAN and ORGANIC depend entirely on input data provided in the
SMILES sequence format. When the model depends solely on SMILES
sequences, it must employ the seq2seq method to analyze and process
the input data. However, the seq2seq method has a notable limitation: it
often produces SMILES outputs that are inconsistent and not entirely
accurate. This issue arises because seq2seq models can generate SMILES
strings that are syntactically invalid or fail to correspond to real
molecules.

Training, performance, and achieving convergence in GANs are

unpredictable, cumbersome, unstable, and slow. To achieve optimal
performance, hyperparameters must be accurately tuned. Convergence
occurs when both components of the GAN model (the generator and the
discriminator) have been sufficiently improved and stabilized. This is
challenging because it involves training two neural networks simulta-
neously. If GANs fail to achieve convergence, the models encounter a
persistent issue known as mode collapse. Mode collapse occurs when the
generator produces limited and unvaried outputs. Theoretically, this
issue is difficult to avoid [43].

To improve and achieve better model performance, regularization
techniques and the integration of various algorithms can be employed.
For instance, ORGAN combines the Wasserstein GAN (WGAN) and
SeqGAN frameworks in its final model [44]. Additionally, ORGAN in-
corporates an objective reinforcement mechanism into the reward
function of the RNNs generator. This enhancement is designed to guide
the RNNs to produce molecules that meet the desired criteria. Building
on the original ORGAN concept, the ORGANIC algorithm was developed
as an optimized version of ORGAN [45]. This optimization improves the
molecular space representation, enabling the production of more accu-
rate molecules and better overall model performance.

MolGAN, on the other hand, employs a graph-based GAN approach.
It is notable for its ability to generate molecules that adhere to desired
chemical characteristics while maintaining low computational demands
[46]. With the increasing recognition of GANs as a powerful Generative
AI model for creating new therapeutic molecules, their adoption has
grown significantly. Many studies have leveraged GANs with tailored
improvements to advance drug discovery research [47–49].

3.3.2. VAEs
Similar to GANs, which are designed with two primary components,

namely, the generator and the discriminator. Autoencoders also consist
of two primary components which are the encoder and the decoder. The
encoder compresses input data into a low-dimensional latent space,
while the decoder reconstructs the low-dimensional data from the latent
space back to its original dimension. The main purpose of the autoen-
coder is to generate new data as accurately as possible by capturing the
relationships within the data during the compression process and storing
important features in the latent space. The latent space generated by a
basic autoencoder is deterministic, meaning it consists of fixed points.
For instance, the encoder produces a fixed point in the latent space when
input data is fed into it. The encoder will reliably generate the same
latent vector if the same data is input again. This deterministic nature of

Fig. 6. The architecture of Generative Adversarial Networks (GANs).
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the latent space may lead to overfitting, as it eliminates variability and
randomness. Overfitting occurs because the neural network only re-
produces seen data rather than generating new data by analyzing and
understanding the underlying patterns. As a result, the ability of basic
autoencoder models to generate novel data is limited and diminished. To
address this limitation, VAEs, as shown in Fig. 7 were introduced.

The encoder creates a probabilistic latent space, which is how VAEs
vary from simple autoencoders. VAEs compress input data into a lower-
dimensional representation in the latent space by mapping it to a
probability distribution rather than to fixed points. Specifically, the
encoder represents the latent space as a distribution and generates the
mean and standard deviation for every input. This probabilistic method
promotes continuity in the latent space, ensuring that data points with
similar features are located in adjacent areas rather than isolated fixed
points. Subsequently, the input data is reconstructed to its original di-
mensions by the decoder.

This continuity enables VAEs to analyze and identify molecular data
more accurately and effectively. Compared to simple autoencoders, the
VAE model is better suited for drug discovery applications since it can
represent and interpolate within the latent space [50]. This advantage
demonstrates that VAEs can learn and optimize parameters to produce
newmolecules that are identical to the input molecules. Simultaneously,
the reconstruction loss is reduced during training.

The capabilities of VAEs have made them one of the most widely
recognized and utilized Generative AI models in drug discovery
research. Numerous studies have implemented VAEs for this purpose
[51–56], with the common framework consisting of an encoder and a
decoder. Depending on the type of data representation, three main types
of VAEs are commonly used: SMILES-VAE, Graph-VAE, and 3D
grid-VAE.

The SMILES-VAE model is designed to handle sequence or string
data, typically utilizing stacked GRUs (Gated Recurrent Units) or LSTM
(Long Short-Term Memory) networks for its encoder and decoder
components. While SMILES-VAEs demonstrate the ability to produce
molecular sequences, they still face challenges that hinder the perfor-
mance of seq2seq models, such as the generation of invalid molecules
[57]. These challenges emphasize that molecular graph-based genera-
tors are capable of delivering outputs that are entirely valid and
practical.

For instance, a study. utilized a conditional graph generator to ach-
ieve multi-objective de novo molecule generation [58]. Similarly, they
introduced the Junction Tree VAE, where nodes in the junction tree
correspond to molecular components or single atoms from the original
molecule. The Junction Tree VAE operates in two stages The first stage
constructs a scaffold using chemical fragments structured in the form of

a junction tree, while the second stage employs a graph-based messa-
ge-passing network (MPN). MPN is a model derived from Graph Con-
volutional Networks (GCNs). It aims to combine discrete chemical units
into a fully formed molecule. While this method provides precise mo-
lecular representations, it faces difficulties in encoding tree structures.
Furthermore, the process of decoding latent vectors into new trees re-
mains a challenge, restricting the model’s effectiveness in molecular
production.

Another notable study proposed a scaffold-based Graph-VAE to
generate novel structural or derivative molecules [59]. This approach
maintains a specific scaffold as the core element of the molecular sub-
structure while modifying other parts of the molecule. This ensures that
the newly generated molecules retain the essential biological and
chemical properties of drugs. However, this model has limitations in
addressing novel protein targets or unfamiliar proteins requiring new
drugs, as it relies on predefined scaffolds. While this method enables the
production of diverse molecules, its application to varied molecular data
remains restricted.

A study by Ref. [60] is another notable contribution to the drug
discovery community. The study employs a three-dimensional (3D)
grid-based VAEs method, inspired by image recognition tasks. The
method leverages 3D grids to analyze and organize data, facilitating the
modeling of spatial arrangements in 3D space. In this 3D grid-based
VAE, CNNs are utilized as both the encoder and decoder, as CNNs are
specifically designed to analyze data in 3D form. The latent space in this
study encodes the spatial configuration of atoms and the chemical
characteristics of the input molecules.

In drug discovery, using 3D data is crucial due to its chemical and
biological property information [61], which helps determine molecular
interactions and binding compatibility with target sites. For instance, 3D
data can indicate whether generated molecules share the same physical
properties as the binding site, which is essential for effective binding.
Additionally, the bioactivity of molecules can be assessed. However,
utilizing the 3D grid-based VAE model requires 3D molecular data,
which is more challenging to acquire compared to data for models such
as SMILES-VAEs (requiring sequence data) or Graph-based VAEs
(requiring graph-structured data). The scarcity of 3D molecular data
limits the training and performance of these models. Moreover, most
existing 3D molecular datasets primarily provide information on
least-energy conformations rather than bioactive conformations [62].
These two conformations differ significantly and can lead to the gen-
eration of different drug molecules. Least-energy conformations
describe themost stable 3Dmolecular shape under normal conditions. In
contrast, bioactive conformations represent the specific 3D shape a
molecule adopts when interacting with a biological target. Identifying

Fig. 7. Architecture of variational autoencoders (VAEs).
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bioactive conformations often requires further research, which can be
time-consuming and costly.

A study [63] proposed an enhancement to the 3D grid-based VAE
model by developing a tool called Libmolgrid. This tool improves the
data preparation by representing molecular or atomic data as
Gaussian-like densities. This approach ensures smoother and more
continuous atomic presence across the 3D grid. Additionally, Libmolgrid
assigns each atom type to its channel or layer, simplifying the differ-
entiation of atom types and their interactions. Unlike the original 3D
grid-based VAE, where atoms are represented as binary indicators on a
grid, Libmolgrid’s Gaussian-like density approach provides a more ac-
curate and scalable representation of molecular structures. Furthermore,
Libmolgrid is optimized for GPU architectures, significantly accelerating
the training process and enabling the model to handle larger datasets
effectively. By using Gaussian-like densities and multi-channel grids,
Libmolgrid improves the 3D grid-based VAE model’s capacity to learn
and analyze molecular structures with precision. Although this model
has shown outstanding performance, it still requires validation in
real-world drug discovery experiments. Nevertheless, other studies have
explored Generative AI models for creating molecules based on 3D
spatial data [64–66] providing further advancements in this field.

Recently, researchers have increasingly recognized the advantages of
the VAE disentangled representation approach. The main goal of this
model is to guarantee that every latent variable within the latent vector
represents a unique feature or property of the input data [67]. For
molecular data, specific latent variables correspond to input data fea-
tures such as molecular size, shape, charge distribution, or functional
groups. This demonstrates that the VAE mechanism is capable of
generating molecules effectively. In summary, although no standardized
framework exists for generative models, there are strong motivations
behind the growing adoption of VAEs. Compared to GANs, VAEs offer
significant advantages in drug discovery, where it is critical to produce
diverse outputs with desired properties. VAE models offer greater sta-
bility and are simpler to train compared to GANs. This approach also
helps prevent the mode collapse problem [68–70]. Moreover, GANs
require large datasets for training, whereas VAEs can perform effectively
even with smaller datasets. Numerous studies have further refined and
optimized the VAE model, demonstrating promising performance. As a
result, VAEs hold substantial potential for future applications in drug
discovery [50–70].

3.3.3. Flow-based models
Flow-based models are a class of generative models that learn

invertible mappings between simple and complex distributions,
enabling both efficient sampling and precise control over the data
generation process. Unlike other generative models that rely on
approximate sampling methods, flow-based models use exact likelihood
evaluation, making them especially powerful for tasks requiring high-
quality data generation [71]. In drug discovery, flow-based models
can be applied to generate novel molecules with specific biological and
chemical properties by directly modeling the underlying data distribu-
tion. These models excel in producing molecules with high validity by
learning complex distributions over chemical space and ensuring the
generated molecules adhere to the desired criteria.

One of the key advantages of flow-based models in drug discovery is
their ability to generate diverse and high-quality molecular structures.
By transforming simple distributions into more complex ones, these
models are able to produce molecules that are not only valid but also
novel, offering significant potential in identifying drug candidates with
unique properties. Furthermore, the invertible nature of flow-based
models allows for easy interpolation between molecules, enabling the
exploration of a wide variety of chemical space [72]. This flexibility is
beneficial for drug discovery, where the goal is often to generate mol-
ecules with specific desired attributes, such as bioactivity, solubility, or
binding affinity.

Representative works in flow-basedmodels include NICE (Non-linear

Independent Component Estimation) [73], RealNVP (Real-valued
Non-Volume Preserving) [74], and the Glow model [63]. NICE [73],
introduced tractable calculations for reversible transformations, which
are implemented using affine coupling layers. The basic idea behind
flow-based models is to learn an invertible mapping between complex
distributions and simpler prior distributions. By exploiting exact and
tractable likelihood estimation for training, flow models enable efficient
one-shot inference and 100 % reconstruction of the training data,
making them highly suitable for tasks where precise data generation is
essential.

In drug discovery, flow-basedmodels have been applied to molecular
graph generation. One notable example is GraphNVP. GraphNVP is the
first flow-based model for generating molecular graphs and decomposes
the graph generation process into two steps: generating an adjacency
tensor and generating node attributes [75]. This approach allows for
exact likelihood maximization on the graph using two reversible flows.
GraphNVP is capable of generating valid molecules with minimal du-
plicates, and the learned latent space can be further exploited to
generate molecules with desired properties.

Another significant advancement in flow-based models is GraphAF,
an autoregressive flow-based model. Unlike previous models that
generate graphs in a single-shot manner, GraphAF adopts an iterative
sampling process that incorporates chemical domain knowledge, such as
valency checking, at each step [76]. This integration of chemical rules
ensures that GraphAF generates molecules with 100 % validity, out-
performing models like GCPN [77] in terms of training speed. Further-
more, GraphAF can be fine-tuned with reinforcement learning (RL) to
optimize molecular properties, demonstrating improved performance
compared to other models like JT-VAE [186].

MoFlow, applies a validity correction to the generated graph, which
enables efficient molecular graph generation in a single-shot manner
while also guaranteeing chemical validity. By learning a continuous
latent space through encoding molecular graphs, MoFlow can generate
novel and optimized molecules during the decoding process, enhancing
the precision of molecular property optimization [71]. Additionally,
GraphDF, aims to learn a discrete latent representation of the molecular
graphs without introducing real-valued noise. By sequentially sampling
discrete latent variables, GraphDF can generate new nodes and edges via
invertible transforms, circumventing the computational costs associated
with continuous latent spaces. GraphDF has shown state-of-the-art
performance in random molecule generation, property optimization,
and constrained optimization tasks [78].

Flow-based models’ prominent feature is their ability to exactly
reconstruct all input data without duplicates, due to the precise likeli-
hood maximization. This exactness is particularly important in drug
discovery, where molecular properties can be highly sensitive to minor
structural changes, such as activity cliffs. For instance, a flow model
could replace a specific atom (node) in a molecule, allowing for more
precise modifications of existing molecular structures [71]. This feature
makes flow-based models a powerful tool for generating molecules with
highly specific and optimized properties for drug discovery.

Overall, flow-based models are becoming increasingly important in
drug discovery, offering significant advantages in terms of data recon-
struction accuracy, molecule validity, and the ability to generate mol-
ecules with desired properties. With the continued development of these
models and their integration with other techniques like reinforcement
learning, flow-based models are poised to make a lasting impact on the
field of drug discovery.

3.3.4. Transformer
Vaswani [79] initially presented the Transformer model in the

groundbreaking article “Attention is All You Need.” This model, while
similar to RNNs in its ability to analyze sequential data, offers a more
advanced mechanism. RNNs process and analyze sequential data one
step at a time, whereas the Transformer model processes and analyzes
entire sequences (such as text, audio, video, or time series data)
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simultaneously. Transformers are specifically designed to handle full
sequences by employing a self-attention mechanism. This mechanism
enables parallelization and efficiently captures long-range de-
pendencies, even when elements are far apart within the sequence.

Transformers have found extensive applications, such as in search
engines (e.g., Google) and as foundational models for systems like
ChatGPT. The encoder and the decoder are the two main parts of the
Transformer architecture, just like in VAEs. Both parts depend on the
self-attention mechanism. By using self-attention, the Transformer
identifies the most significant parts of a sequence to understand its
overall context. For instance, in the sentence, “The child laughed with joy
because he was happy to meet his friend,” the Transformer can discern the
relationship between the pronouns “he” and “his” and the noun “child,”
despite these words being separated by others.

After applying self-attention, the Transformer utilizes a feed-forward
neural network to refine the sequence further. The identification of
complex relationships between element is made possible by this feed-
forward neural network. Multi-headed attention, which gives the
model more flexibility and the ability to focus on multiple elements of
the data at once, is frequently used in parallel to carry out the attention
process, as shown in Fig. 8. This combination of self-attention, paralle-
lization, and flexibility has established the Transformer as a state-of-the-
art model in modern AI.

Before the advent of Transformer models, researchers were required
to train neural networks on large labeled datasets, a process that was
both time-consuming and costly. The introduction of the Transformer
revolutionized this approach by enabling the efficient analysis and
identification of relationships within data across billions of records on
the Internet. Moreover, its parallel processing mechanism also signifi-
cantly accelerates execution. For example, SuperGLUE serves as a
benchmark for language processing systems that leverage the Trans-
former model [80].

Transformers, which can analyze sequences both forward and
backward, are frequently used to handle text data since it is the most
accessible and prevalent type of data. By capturing complex word

associations, this bidirectional strategy improves the model’s compre-
hension of sentence meaning. One notable example is the Bidirectional
Encoder Representations from Transformers (BERT) model, which is
incorporated into Google’s search engine algorithm. BERT excels at
understanding the context of words within a sentence due to its training
on a vast corpus of text data, including books, Wikipedia, and other
Internet sources. During training, BERT employs a masked language
modeling technique, where certain words are hidden, and the model
predicts these hidden words based on the surrounding context. This
approach compels BERT to learn the relationships between words more
effectively [81].

Following the implementation of BERT in Google’s systems,
numerous researchers have fine-tuned the model to cater to various
languages and applications. One significant application of the BERT
model is sentiment analysis [82], which demonstrates its ability to un-
derstand relationships within sequences. The Transformer model has
become a prominent tool in modern AI due to its effectiveness in
analyzing large and complex sequence data. It is also paving the way for
advancements in Generative AI, including applications in drug
discovery.

Building on this foundation, the use of Transformers in the phar-
maceutical domain highlights their versatility in handling sequence
data. In this context, molecular structures, such as SMILES strings,
represent a unique form of sequential data. A noteworthy example is
AlphaFold2 from DeepMind, which is transforming structural biology by
using the Transformer model to predict 3D molecule structures from
amino acid sequences [22]. Similarly, NVIDIA has developed Mega-
MolBART, an enhanced Transformer model specifically designed for
drug discovery [83]. MegaMolBART builds upon the capabilities of the
MolBART model, which processes molecular data in SMILES format. It
draws inspiration from NLP models, where SMILES strings are treated as
sentences and decomposed into individual characters or groups of
characters through a tokenization strategy. The MolBART model has
been trained on large chemical structure datasets, enabling it to gener-
alize molecular representations effectively. Beyond molecular

Fig. 8. The architecture of the Transformer-based Model.
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generation, MolBART can also optimize SMILES strings and predict
molecular properties like solubility and bioactivity, based on desired
criteria.

MegaMolBART, an advanced variant of the MolBART model, in-
corporates NVIDIA’s Megatron framework to enhance scalability and
performance. This framework facilitates training on extensive molecular
data libraries, enabling MegaMolBART to learn complex relationships
between molecular structures. As a result, MegaMolBART is well-suited
for advanced drug discovery applications, such as predicting molecular
interactions, surpassing the general-purpose capabilities of MolBART.
With its ability to handle large-scale datasets and deliver high-
performance results, MegaMolBART has become a valuable tool for
the pharmaceutical industry.

Recent advancements have further demonstrated the potential of
Transformers in addressing pressing challenges in the pharmaceutical
field, such as identifying bioactive molecules for cancer treatment. For
example, the DeepTraSynergy approach leverages the Transformer
model to predict drug combination synergy [84]. Thus, indirectly
enhancing drug efficacy in cancer treatment. By integrating data such as
protein-protein interactions, drug-target interactions, and cell-target
interactions, DeepTraSynergy offers a comprehensive framework for
studying drug efficacy. The model predicts three key outputs: the toxic
effects of drugs, drug-receptor interactions, and drug combination syn-
ergy. To optimize its predictions, DeepTraSynergy employs three func-
tional loss functions: toxicity loss, synergy loss, and drug-protein
interaction loss. When tested on datasets from DrugComboDB [85] and
Oncology-Screen [86], the model achieved accuracy scores of 0.77 and
0.81, respectively, demonstrating its robust performance. The study
highlights the critical role of protein-protein interaction data to enhance
the model’s capacity in predicting drug combination synergy. It em-
phasizes the importance of incorporating such data for enhanced
performance.

3.4. Performance evaluation metrics in drug discovery

Evaluating the performance of Generative AI models in drug dis-
covery involves applying robust metrics to quantify prediction accuracy
and the quality of generated molecules. Computational modelling
traditionally employs metrics such as Mean Absolute Error (MAE), Mean
Squared Error (MSE), and Root Mean Squared Error (RMSE) to capture
predictive deviations between predicted and actual molecular proper-
ties. In contrast, evaluating generative outcomes relies on biological and
chemical performance indicators, such as diversity, novelty, validity,
and drug-likeness. These evaluation metrics provide insight into the
structural and pharmacological suitability of generated compounds.
Table 3 lists commonly used performance evaluation metrics in drug
discovery research.

However, while Table 3 presents a comprehensive list of commonly
used metrics for AI-based drug discovery, current evaluation strategies
often fall short in capturing the broader applicability of Generative AI in
drug discovery, as discussed in Section 5.5 Standardization of Evalua-
tion Metrics.

3.5. Usability and accessibility of generative AI-based drug discovery tools

The usability and accessibility of Generative AI tools are critical
factors in enabling their adoption by researchers or users without
computational expertise. This is especially important given the
complexity of the datasets, molecular representations, and models dis-
cussed in the previous subsections. While Section 3.1 highlighted the
widely used datasets like ZINC and ChEMBL for training Generative AI
models, and Section 3.2 emphasized the role of molecular representa-
tions such as SMILES, graph-based structures, and 3D configurations and
the practical application of these tools depends heavily on their ease of
use and accessibility. Many platforms now offer user-friendly interfaces
that simplify complex programming tasks. This allows researchers to

Table 3
List of performance evaluation metrics for AI-Based model in drug discovery.

Evaluation Metrics Decriptions in Drug Discovery
Scenario

Indicators

Computing Metrics
Root Mean Square
Deviation (RMSD)

Quantifies the average
discrepancy between predicted
molecular properties and
observed values.

Lower

Mean Absolute Error
(MAE)

Evaluates the average absolute
error in predicted molecular
properties or biological
activities.

Lower

Mean Squared Error
(MSE)

Penalizes larger prediction
errors in molecular property
estimation

Lower

Cross Entropy Loss Used in classification tasks like
predicting molecule activity
classes

Lower

Log Loss Evaluates the confidence of
probabilistic predictions for
molecule classifications

Lower

Standard Deviation
(SD)

Reflects the variability in
predicted molecular properties

Lower for error, higher
for diversity

Mean Calculate the average value of
predicted molecular properties

Context-specific

Precision Assesses the ratio of accurately
identified active molecules to
all molecules predicted as
active.

Higher

Recall Determines the model’s
capacity to detect all active
molecules present in the
dataset.

Higher

F1 Score Integrates precision and recall
evaluating the model’s accuracy
in detecting active molecules.

Higher

AUC (Area Under the
Curve)

Indicates how well the model
differentiates active molecules
from inactive ones.

Higher

Accuracy Measures the proportion of
correctly classified molecules.

Higher

AUPR (Area Under
Precision-Recall
Curve)

Particularly useful for
imbalanced datasets where
active molecules are rare.

Higher

AUROC Evaluates a model’s capability
to discriminate between distinct
classes.

​

Concordance index
(CI)

​ ​

MCC (Matthews
Correlation
Coefficient)

Used to measure model
performance

Higher

Reconstruction Evaluates the model’s ability to
recreate molecules after
encoding/decoding.

Higher

KL Divergence Measures how well the
generated molecular property
distributions match the target
distributions.

Lower

Biological Metrics
Validity Evaluates the percentage of

generated molecules that are
chemically valid.

Higher

Uniqueness Evaluates the distinctiveness of
generated molecules to avoid
duplicates.

Higher

Novelty Assesses how different the
generated molecules are from
known drugs or training data.

Higher

Recovery Tests the model’s ability to
regenerate molecules from the
training set, indicating learning
efficacy.

Higher

Instability Measures the stability of
generated molecules under
different conditions

Lower

(continued on next page)
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focus on the biological and chemical aspects of drug discovery. For
instance, PandaOmics and Chemistry42, the drug discovery platforms
developed by Insilico Medicine, provides a graphical user interface
(GUI). This allows users to perform tasks such as target identification, hit
generation, and lead optimization without interacting with the under-
lying code.

Similarly, AlphaFold3, developed by DeepMind, offers a web-based
interface that enables to predict 3D protein structures by providing
the sequences of proteins, nucleic acids, and other molecules as input
[24a,b]. This advanced tool models the interactions between proteins,
DNA, RNA, small molecules, and even chemical modifications. This tool
will generate a joint 3D structure of the entire complex and illustrating
how these molecules fit together [125]. This makes the tool accessible to
a broad user. These GUIs simplify data input, model execution, and
result interpretation. This is particularly beneficial for users who may
not have a background in computer science.

However, not all Generative AI tools are equally accessible. As dis-
cussed in Section 3.3, models like MegaMolBART and MolGAN often
require basic knowledge of Python for customization. This could involve
modifying scripts, adjusting hyperparameters, or integrating the tool
into a larger computational workflow. While this flexibility is advanta-
geous for researchers with programming skills, it may pose a barrier for
those without such expertise. To address this, many tools provide
extensive documentation, tutorials, and pre-built scripts to help users
get started. For example, AlphaFold’s pre-trained models are available
on GitHub, along with detailed instructions for deployment. This en-
ables researchers to predict protein structures with minimal setup.
GitHub repositories often include step-by-step guides, installation in-
structions, and example workflows. This makes it easier for researchers
or users to implement these tools in their work.

GitHub (https://github.com/) has become a central hub for sharing
and accessing Generative AI tools, particularly for researchers in
academia and industry. Many Generative AI models, such as AlphaFold,
MegaMolBART, and MolBERT, are hosted on GitHub, where developers
provide comprehensive documentation and tutorials to guide users
through the setup and usage process. For example, the AlphaFold
GitHub repository includes detailed instructions for installing de-
pendencies, running predictions, and interpreting results. It also pro-
vides example scripts and Jupyter notebooks that demonstrate how to
use the tool for specific tasks, such as predicting protein structures from
amino acid sequences. This level of detail is invaluable for researchers
who may not have prior experience with AI or deep learning. Despite the
complexity of Generative AI tools, advancements in user-friendly in-
terfaces, comprehensive documentation, and cloud-based solutions
enable researchers without computational expertise to effectively utilize
these technologies in drug discovery.

Table 3 (continued )

Evaluation Metrics Decriptions in Drug Discovery
Scenario

Indicators

Similarity Compares generated molecules
to known drugs.

Higher when targeting
similarity, lower when
aiming for novelty

Scaffold Similarity Evaluates the similarity of the
molecular scaffolds to those in
known reference datasets.

​

Tanimoto Coefficient Calculates the similarity of
molecular fingerprints to
reference molecules.

​

Antimicrobial/
Anticancer

Assesses the potential activity of
generated molecules against
specific targets or diseases.

Higher

Docking Evaluates how well molecules
bind to a protein target.

Higher

QED (Quantitative
Estimate of Drug-
likeness)

Quantifies drug-likeness based
on desirable chemical
properties

Higher

Table 4
Generative AI models used for drug discovery.

Name Algorithm Purposes References

Protein-Protein Interactions
DeepHomo2.0 Transformer Predict PPIs sites [25]
HN-PPISP Transformer +

MLP
Predict PPIs sites [26]

AGAT-PPIS Transformer +
Graph

Predict PPIs sites [28]

MaTPIP Transformer +
CNN

Predict PPIs [27]

ProtInteract Autoencoder Predict PPIs [29]
GACT-PPIS Transformer +

Graph
Predict PPIs sites [87]

SPIDER Transformer +
Graph

Predict PPIs [88]

RPI-GGCN Co-VAE + GNN Predict PPIs [89]
MPRL Autoencoders Predict PPIs [90]
Drug-Target Interactions
DeepDTnet Autoencoders Predict DTIs [91]
TransformerCPI Transformer Predict DTIs [92]
MolTrans Transformer Predict DTIs binding

site
[93]

HyperAttentionDTI Transformer +
CNN

Predict DTIs [94]

QuoteTarget Transformer Predict DTIs binding
site

[95]

TransformerCPI 2.0 Transformer Predict DTIs binding
site

[96]

AttentionSiteDTI Transformer Predict DTIs binding
site

[97]

TransVAE-DTA Transformer +
VAE

Predict DTIs binding
affinity

[98]

AttentionMGT-DTA Transformer Predict DTIs binding
affinity

[99]

TopoFormer Transformer Predict DTIs [100]
CmhAttCPI Transformer Predict DTIs [101]
GraphormerDTI Transformer +

Graph
Predict DTIs [102]

CAT-DTI Transformer Predict DTIs [103]
FragXsiteDTI Transformer +

Graph
Predict DTIs [104]

De novo drug design
DruGAN AAE De novo drug design [105]
OrGAN GAN + RL De novo drug design [44]
ORGANIC GAN + RL De novo drug design [45]
CVAE VAE + RNN De novo drug design [106]
JTVAE VAE + RNN De novo drug design [51]
LatentGAN GAN + Latent

Vector
De novo drug design [107]

PaccMann VAE + RL De novo drug design [108]
AlphaDrug Transformer De novo drug design [109]
Pocket2MOL GNN De novo drug design [110]
DrugGPT Transformer De novo drug design [111]
UnCorrupt SMILES Transformer De novo drug design [112]
PETrans Transformer +

TL
De novo drug design [113]

FSM-DDTR Transformer De novo drug design [114]
DNMG GAN + TL De novo drug design [115]
cMolGPT Transformer De novo drug design [116]
DragonNET Transformer +

VAE
De novo drug design [117]

MedGAN WGAN + GCN De novo drug design [48]
GxVAEs VAE De novo drug design [54]
Protein Structure Prediction
trRosetta Transformer 3D protein structure [118]
AlphaFold2 Transformer 3D protein structure [22]
AlphaFold3 Diffusion model 3D protein structure

and interactions
[24a,b]

ProteinBERT Transformer 2D protein structure [119]
EigenFold Diffusion 3D protein structure [120]
ESMFold Transformer 3D protein structure [121]
RoseTTAFold All-
Atom

MSA
Transformer

3D protein structure [122]

ProteinVAE VAE Protein structure [123]
LIME Transformer +

XAI
Protein secondary
structure

[124]
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4. Current trends and directions of drug discovery and beyond

Recent advancements in Generative AI-based drug discovery
increasingly emphasize the use of transformer-based models. Protein-
protein interactions (PPIs), drug-target interactions (DTIs), and de
novo drug design represent key areas where transformers are driving
innovation, as shown in Table 4. Transformers have become more and
more popular because of their exceptional capacity to capture contex-
tual relationships in sequence data, which was sparked by the success of
applications such as ChatGPT in text processing and analysis. Unlike
graph-based or 3D structural data, sequence data is more readily
available, making it a practical and dominant choice within the drug
discovery community.

A notable shift in research focus now prioritizes the exploration of
PPIs and DTIs. This shift addresses limitations of earlier approaches that
primarily generated novel molecules without adequately considering
their interaction properties. This omission often led to high failure rates
in clinical trials, as generated molecules lacked necessary biological
activity or binding specificity. PPIs and DTIs are now pivotal in
advancing the hit and lead identification stages of drug discovery as they
offering critical insights into molecular interactions. During the hit
identification stage, PPIs help uncover interactions between proteins
involved in disease pathways. This guides the identification of targetable
proteins for therapeutic intervention. Conversely, DTIs make it easier to
forecast how small molecules or compounds will interact with certain
biological targets. This makes it possible to find early hits that show
promise. Transformer-based models significantly enhance this process
by leveraging sequence data to predict interactions with high
throughput and accuracy, filtering viable candidates from large chemi-
cal libraries efficiently.

At the lead identification stage, PPI and DTI data are further utilized
to improve the hits that were previously found into leads with better
drug-like properties. PPIs are used to evaluate how specific protein in-
terfaces may be disrupted or stabilized by a compound, while DTI
analysis assesses the binding affinity, specificity, and selectivity of drug
candidates. By incorporating these interaction insights, researchers can
prioritize molecules that exhibit both strong binding to the target and
minimal off-target effects, reducing the likelihood of failure in subse-
quent stages of drug development. Transformers are essential in this
refinement process due to their capability to extract deeper contextual
information from sequence data. This capability allows for the selection
of candidates with higher clinical relevance.

By integrating PPIs and DTIs into Generative AI models, researchers
aim to improve the biological relevance and success rates of AI-
generated compounds, marking a significant evolution in computa-
tional strategies for drug discovery. These advancements underscore the
growing impact of transformer-based architectures in reshaping medi-
cine design and therapeutic development. By addressing key challenges
like binding specificity and biological activity, these models offer a
pathway to reduce failure rates in clinical trials. Additionally, they
accelerate the drug discovery timeline and enable the creation of more
effective therapeutic agents.

4.1. Protein-Protein Interactions (PPIs)

Several studies have explored PPIs using Transformer models, as
these interactions are essential in the drug discovery process. Under-
standing PPIs allows researchers to study the biology of diseases and
develop drugs that specifically target diseased proteins. For example
[126], utilized DeepHomo2.0 to analyze the interactions of homodi-
meric proteins. This study sought to address the limitations of the
AlphaFold2 model, which, while achieving significant success in pre-
dicting protein monomer structures, falls short in accurately modeling
interactions between two identical polypeptide chains. DeepHomo2.0
combines Direct-Coupling Analysis (DCA) with the Transformer model,
using datasets of homodimeric protein structures with C2 symmetry,

sequence identity data from the Protein Data Bank (PDB), and datasets
from Critical Assessment of Predicted Interactions (CAPRI). The study
showed that DeepHomo2.0 outperformed eight other benchmark
models, achieving a precision value of over 70 % when using observed
monomer structures and over 60 % when using anticipated monomer
structures.

Similarly [127], investigated PPIs using their structure-based model,
GACT-PPIS, which integrates an Enhanced Graph Attention Network
(EGAT), a Transformer, and a Graph Convolutional Network (GCN). The
Transformer component consists of 10 neural network layers and was
fine-tuned over 35 epochs to achieve optimal performance. This study
utilized three datasets derived from GraphPPIS and reported that
GACT-PPIS achieved an accuracy exceeding 80 %. Furthermore, multi-
ple performance metrics demonstrated that GACT-PPIS outperformed
several other comparative models. These investigations highlight how
Transformer-based topologies can improve protein-protein interaction
prediction. This advancement advances the drug development process
and aids in the creation of personalized medicines.

4.2. Drug-Target Interactions (DTIs)

In addition to its application in identifying PPIs, Transformer models
have also been increasingly used to predict DTIs. DTIs refer to the in-
teractions between drugs and target proteins. Target proteins can be
enzymes, receptors, or ion channels. It is critical to determine whether a
drug can activate, inhibit, or disrupt the target protein, depending on the
intended therapeutic purpose. However, a major limitation of existing
methods is their poor representation of drugs, as they often rely solely on
SMILES sequences or molecular graphs. These representations, while
useful, fail to capture all the critical features of a drug, resulting in
suboptimal model performance. To address this issue, researchers have
begun combining Transformer models with other AI algorithms and
incorporating molecular graph data as one of the input data types.

For instance 128, combined a Transformer model with multilayer
graph information to identify the structural features of drugs. This
approach indirectly improved the study of DTIs and enhanced the un-
derstanding of their importance in drug discovery. This study utilized
three input data types: SMILES sequence strings of the drug, target
protein sequences, and drug-target relationship data. To overcome the
problem of limited drug representation, the input SMILES sequences
were transformed into molecular structure maps obtained from Pub-
Chem. Meanwhile, target protein sequence data were sourced from the
KEGG database, and drug-target relationship data were extracted from
the DrugBank database. The study achieved remarkable results, with an
area under the curve (AUC) of 90.24 %, an area under the
precision-recall curve (AUPR) of 77.11 %, an F1-score of 79.31 %, and
an accuracy rate of 85.15 %. These results indicate that the
DeepMGT-DTI model outperformed previously used DTI models, such as
Transformer-CPI.

Given the promising potential demonstrated in DTIs when incorpo-
rating molecular graphs of drugs, researchers began to adopt molecular
graphs as a primary input. This approach ensures that the model receives
comprehensive and detailed information about the desired drug. Thus,
enable it to better capture critical features and interactions necessary for
accurately identifying DTIs. Additionally, recent studies have used
molecular graphs and sequences as input data. One study employed a
Transformer-basedmodel consisting of 12 Graph Transformer layers and
3 stacked 1D-Convolutional Neural Networks (1D-CNNs) layers, which
were optimized to achieve high performance. One such model, Graph-
ormerDTI, combines a Graph Transformer Neural Network with 1D-
CNNs to effectively model molecular structures [25]. The performance
of GraphormerDTI was evaluated by comparing molecular graphs and
amino acid sequences from three datasets: DrugBank, Davis [77], and
KIBA [129]. The molecular graph data of the drug provides essential
information, including functional groups, charge distribution, hydro-
phobicity, and molecular flexibility. These factors influence how the
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drug interacts with the target protein. Meanwhile, the sequence data of
the protein’s amino acids captures critical details, such as binding or
catalytic residues. These details help predict how the protein will
respond to modulation by the drug. Both data types are crucial for
accurately predicting drug-target interactions. They collectively provide
the structural and biochemical context necessary for understanding the
interaction mechanisms. The study results showed that the Graph-
ormerDTI model delivered the best performance across all three data-
sets, highlighting its effectiveness in predicting drug-target interactions
(DTIs).

In addition, the study [127] utilized two types of drug-related data,
namely SMILES sequence data and molecular graphs of the drug, as well
as one dataset of target protein sequences. These datasets were extracted
from Davis and KIBA. The proposed model, GSATDTA, builds on the
Transformer architectures’ self-attention mechanism. The aim is to
predict the binding affinity between drugs and target proteins. The
model employed three layers of Bi-directional Gated Recurrent Units
(BiGRU) to analyze and store contextual information from the SMILES
sequences of drugs, while GNNs were utilized to analyze and learn the
topological structures of the molecular graph structures of the drugs.
Subsequently, information from the two kinds of drug-related data was
then integrated using a graph-sequence attention method. For the amino
acid sequence input data, an efficient Transformer was used to analyze
and capture long-range relationships within the amino acid sequences.
This study evaluated performance on the Davis and KIBA datasets, and
the results demonstrated that GSATDTA outperformed other models.
GSATDTA achieved mean squared error (MSE) values of 0.200 and
0.126, concordance index (CI) values of 0.906 and 0.902, and rm2 values
of 0.732 and 0.790 on the Davis and KIBA datasets. These results
demonstrate the notable progress made in these tasks and demonstrate
how well Transformer-based models predict DTIs and drug-target af-
finities (DTAs).

4.3. De novo drug design

De novo drug design is an in-silico approach used to create new drug
molecules from scratch rather than modifying existing molecules. This
method creates new chemical molecules capable of interacting with the
target protein’s binding pocket efficiently by using the structural in-
sights of the target protein. Twomain strategies are employed in de novo
drug design: structure-based design and ligand-based design. In
structure-based design, details of the target protein are utilized to create
compounds that precisely fit the active site of the target protein.
Conversely, ligand-based design focuses on creating molecules that
share similarities with known active compounds. Both approaches
benefit from information derived from PPIs and DTIs. Combining PPIs
and DTIs data improves the development of molecules with enhanced
binding affinities and functional characteristics.

Most Generative AI models used in de novo drug design prioritize
virtual screening or the generation of molecules with optimized phar-
macological and physicochemical properties. However, during the
development process, these models often neglect the functional infor-
mation of the target protein. In contrast, the Transformer architecture
can incorporate protein-specific functional data to generate molecules
tailored to distinct protein targets. As example, AlphaDrug. It exem-
plifies a de novo drug design method that harnesses Transformers,
Monte Carlo Tree Search (MCTS), and docking scores to design new drug
candidates or molecules for specific protein targets. The Transformer
model in AlphaDrug improves efficiency in learning protein sequence
information [109]. Input data in the form of target protein sequences
from BindingDB is used to generate ligand molecules with strong bind-
ing affinities. A key innovation in AlphaDrug’s Transformer architecture
is the hierarchical skip connections between the protein encoder and the
drug decoder. Thus, it can enhance information flow and enable better
target-specific molecule generation. The performance of AlphaDrug
surpasses other Generative AI-based models, such as LiGANN, across

various evaluation metrics, including docking score, uniqueness,
octanol-water partition coefficient (logP), quantitative estimate of
drug-likeness (QED), synthetic accessibility (SA), and natural
product-likeness (NP-likeness). Remarkably, even with 1D
sequence-based input data, AlphaDrug outperforms models designed to
utilize 3D molecular structure representations. Despite its success,
AlphaDrug still faces challenges inherent to the MCTS method, neces-
sitating further refinement.

Similar to AlphaDrug, CMolGPT employs the Transformer model to
generate target-specific molecules (Wang et al., 2023). However,
CMolGPT uniquely uses SMILES notation, a 1D sequence-based repre-
sentation of chemical structures, as input data from the MOSES dataset.
Unlike AlphaDrug, CMolGPT is trained without explicit target protein
information, instead incorporating randomness into the sampling pro-
cess to promote molecular diversity and uniqueness. The architecture of
CMolGPT draws inspiration from NLP models, particularly GPT. In NLP,
models like GPT are trained on vast text corpus to predict subsequent
words based on context, using unsupervised learning. Similarly,
CMolGPT applies a GPT-like framework to learn chemical structures.
The model consists of a molecular sequence encoder and a decoder
designed to predict chemical tokens sequentially. The encoder-decoder
mechanism captures both small-scale and large-scale chemical fea-
tures. Thus, enables the generation of syntactically valid and chemically
diverse molecules. Training CMolGPT involves optimizing a likelihood-
based objective function that balances chemical validity, uniqueness,
and diversity. By incorporating randomness during sampling, CMolGPT
can explore unexplored chemical space. This makes it a powerful model
for generating innovative molecular candidates across various datasets,
including EGFR, HTR1A, and S1PR1.

5. Challenges and opportunities: generative AI in drug discovery

Failures in the pharmaceutical field are often seen as inevitable due
to the critical nature of the domain, where even the smallest issue can
have significant repercussions. This field demands precise analysis to
identify suitable molecules, as evidenced by setbacks in Generative AI-
driven drug discovery. For instance, EXS-21546, a cancer drug candi-
date discovered by the UK-based Exscientia, was discontinued during
Phase 1/2 trials. Similarly, Recursion Pharmaceuticals faced clinical
setbacks despite no failures during clinical trials. Such occurrences raise
questions about the capability and efficiency of Generative AI in accel-
erating drug discovery while reducing associated costs. However, it is
crucial to recognize that the limitations observed in Generative AI
models may not always stem from the models themselves but rather
from the quality of datasets used during training.

5.1. Applicability domain issues: Balancing Synthesizability and
Biological Activity

One of the most critical challenges in Generative AI-driven drug
discovery is the applicability domain of the generated molecules,
particularly the trade-off between synthesizability and biological ac-
tivity. The applicability domain refers to the range of conditions under
which a Generative AI model can reliably produce molecules that are
both chemically viable and biologically relevant. This concept is crucial
because the success of drug discovery depends on the ability to generate
molecules that not only exhibit strong binding affinity to target proteins
but are also feasible to synthesize in a laboratory setting.

Datasets like ZINC focus on commercially available and synthetically
accessible compounds, making them ideal for generating molecules with
high synthesizability [130]. However, these molecules may lack the
necessary biological activity to effectively interact with target proteins,
limiting their therapeutic potential. Conversely, datasets like ChEMBL
prioritize biologically active compounds, which are often more complex
and challenging to synthesize [131]. This trade-off highlights a funda-
mental limitation in the applicability domain of Generative AI models.
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For example, models trained on ZINC may produce molecules that are
easy to synthesize but lack biological activity [130], while those trained
on ChEMBL may generate biologically active molecules that are difficult
or expensive to produce [131]. This separation of chemical and bio-
logical datasets can lead to failures in clinical trials, as the generated
molecules may only possess half of the required properties.

To address this challenge, researchers have developed several stra-
tegies to balance synthesizability and biological activity within the
applicability domain of Generative AI models. One of the key ap-
proaches involves transfer learning [132–134], a technique that enables
models to leverage knowledge gained from one domain to improve
performance in another. In the context of drug discovery, transfer
learning typically involves fine-tuning a model pre-trained on large,
synthetically focused datasets (such as ZINC) using smaller, more
specialized biological datasets (such as ChEMBL). This process helps the
model retain its ability to generate molecules that are synthesizable
while improving its capacity to produce biologically active compounds
[133]. By transferring knowledge from the broad chemical domain to
the more biologically oriented domain, the model can generate mole-
cules that are not only feasible to synthesize but also exhibit stronger
binding affinities and relevant biological activity.

Several recent studies have explored the use of transfer learning in
drug discovery. For instance Ref. [132], demonstrated the application of
transfer learning to fine-tune a model trained on synthetic datasets for
the generation of molecules with desired biological activities. This
approach was shown to significantly enhance the model’s ability to
generate compounds with both synthetic accessibility and bioactivity.
Similarly [135], employed transfer learning to adapt models trained on
chemical structure data to predict drug-target interactions, showing its
potential in producing more effective drug candidates. These studies
highlight how transfer learning can effectively bridge the gap between
synthesizability and biological activity in drug discovery.

An extension of transfer learning that has been particularly useful in
generative models is teacher forcing. Teacher forcing is a method often
used during the training of sequence-to-sequence models, such as those
applied in molecular generation. In teacher forcing, the model is trained
on real data points from the target distribution, rather than relying
solely on its own predictions during training. This ensures that the
model is guided towards producing realistic, biologically relevant out-
puts. In the context of drug discovery, teacher forcing can be employed
to refine the generation of molecules by directly feeding the model
biological data during training [54], which helps steer the model toward
generating molecules with desirable biological characteristics. By inte-
grating these feedback mechanisms, the model is able to more effec-
tively balance the complexity of biological activity with the practical
constraints of chemical synthesis.

In addition to transfer learning and teacher forcing, other tech-
niques, such as domain adaptation [136] and meta-learning [137], have
shown promise in drug discovery. Domain adaptation involves modi-
fying a model to perform well across different domains [136], such as
chemical datasets and biological datasets, by adapting the model’s pa-
rameters to the specific requirements of each domain. This technique
can be particularly useful in drug discovery, where the task is to adapt
chemical models to biological or clinical data. Another related technique
is meta-learning, where models are trained to learn how to adapt quickly
to new tasks with limited data. This approach could be beneficial in drug
discovery, where new therapeutic targets or molecular properties may
not have abundant data available for training [137]. Both techniques
allow models to generalize across different drug discovery tasks,
improving their adaptability and performance in a real-world setting.

Another promising strategy is the integration of multiomics data
(such as genomics, proteomics, and metabolomics) into Generative AI
models. By incorporating multiomics data, models can better capture
the complex relationships between molecular structure, biological
function, and disease pathways. For example, models like Deep-
TraSynergy and GraphormerDTI leverage protein-protein interaction

(PPI) and drug-target interaction (DTI) data to generate molecules with
enhanced binding specificity and biological relevance. These models not
only predict the interactions between drugs and target proteins but also
optimize the generated molecules for synthesizability, ensuring that
they are both biologically active and chemically viable.

However, beyond generation, a crucial step in validating the real-
world potential of these molecules is their in-silico evaluation [138].
While generative models can suggest molecules with promising theo-
retical properties, computational validation tools provide an essential
bridge between design and experimental verification [139]. Among the
most widely used tools is AutoDock Vina, a molecular docking software
that simulates the binding of small molecules to target proteins,
providing quantitative estimates of binding affinity and interaction
strength [140,141]. Alongside docking, molecular dynamics simulations
[142] and ADMET predictions [143] are also employed to assess the
stability, toxicity, and pharmacokinetic behavior of candidate com-
pounds. These computational validation approaches offer scalable,
cost-effective means to prioritize molecules with favorable profiles,
significantly reducing the risk of failure in subsequent experimental and
clinical stages. By integrating these validation methods into the gener-
ative workflow, researchers can better assess the practical viability of
AI-designed compounds. This ensures that the selected candidates are
not only biologically and chemically meaningful within the model’s
applicability domain but also possess the structural and functional at-
tributes required to proceed through the drug development pipeline.

5.2. Interpretability of generated molecules

Secondly, another significant challenge is the interpretability of the
newly generated drug molecules. Generative AI analyses numerous
variables at once while operating in high-dimensional spaces. This
complexity makes it challenging to identify which features influence
molecule generation and the reasons behind the production of particular
molecules. Due to this lack of interpretability, scientists are unable to
reliably assess the pharmacokinetic profiles and biological activity of the
compounds they make, which slows down the drug discovery process.

To overcome this challenge, researchers can utilize attention mech-
anisms and explainable AI (XAI) methods. Attention mechanisms, such
as those used in Transformer models, can highlight important molecular
features and interactions. It will provide insights into why certain
molecules are generated. For example, in Transformer-based models, the
self-attention mechanism can identify which atoms or functional groups
contribute most to a molecule’s binding affinity or synthesizability. This
allows researchers to understand the model’s decision-making process
and validate the generated molecules.

Besides, XAI tools can further enhance interpretability by visualizing
the decision-making process of Generative AI models. For instance,
feature attribution methods like SHAP (SHapley Additive exPlanations)
can quantify the contribution of each input feature (e.g., molecular
fragments or protein-ligand interactions) to the model’s predictions. By
providing a clear explanation of how the model generates molecules,
XAI techniques enable researchers to trust and refine the outputs of
Generative AI models. Additionally, validation through real-world ex-
periments is crucial for ensuring efficacy and safety. For example, mo-
lecular docking simulations and in vitro assays can be used to verify the
binding affinity and biological activity of generated molecules. Thus,
providing a bridge between computational predictions and experimental
validation.

5.3. Data scarcity and novelty

Third, data scarcity and the issue of novelty are closely related
challenges in Generative AI-driven drug discovery. Generative AI
models require extensive, high-quality data for training, but such data is
often scarce, particularly for rare diseases. While public repositories like
PubChem and ChEMBL offer substantial biological and chemical data,
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suitable and high-quality data are often inaccessible. Insufficient data
during training may lead to overfitting, where models generate mole-
cules nearly identical to existing drugs instead of exploring new chem-
ical spaces. This lack of diversity limits the potential for discovering
truly novel and innovative compounds, as the models become too
specialized in replicating the training data rather than generating novel
molecules.

To address these challenges, researchers can employ a combination
of innovative techniques. Data augmentation generates synthetic or
modified versions of existing data, helping to expand limited datasets
and reduce overfitting. For example, SMILES enumeration and molec-
ular graph augmentation can create diverse representations of the same
molecule, increasing the variability of the training data. Transfer
learning leverages knowledge from abundant datasets to improve model
performance on smaller datasets. For instance, a model pre-trained on a
large chemical dataset like ZINC can be fine-tuned on a smaller, disease-
specific dataset to generate molecules with targeted biological activity.
One-shot learning enables models to learn effectively fromminimal data
by leveraging prior knowledge and analogies to known molecules.

To enhance novelty, diversity-promoting techniques can be imple-
mented. This will encourage the exploration of underrepresented
chemical spaces. For example, reinforcement learning (RL) can be used
to reward the generation of molecules that are dissimilar to existing
compounds in the training data. Enforcing dissimilarity constraints
during molecule generation ensures the production of unique and
innovative compounds. Furthermore, graph-based or three-dimensional
molecule representations can capture structural complexities while
preserving interpretability. Techniques like Transformers’ attention
mechanisms can highlight important molecular features, ensuring that
the generated molecules possess the necessary characteristics for drug
discovery. By addressing data scarcity and novelty together, these ap-
proaches enable Generative AI models to explore broader chemical
spaces and produce more effective drug candidates.

5.4. Scalability and computational resources

Fourth, scalability and the need for high computational resources are
significant challenges in Generative AI-driven drug discovery. Training
and deploying Generative AI models require substantial computational
power, particularly for large-scale datasets and complex architectures
like Transformers, VAEs, and GANs. These models often demand high-
performance GPUs and extensive memory, which can be a barrier for
researchers in academic or small-scale industrial settings. Additionally,
the computational demands increase when working with complex mo-
lecular representations, such as 3D structures, which are essential for
capturing detailed chemical and biological properties but are resource-
intensive to process.

To mitigate these challenges, researchers can leverage cloud-based
solutions and model optimization techniques. Platforms like Google
Cloud and Amazon Web Services (AWS) provide scalable infrastructure
for running AI models, enabling researchers to access high-performance
computing resources without significant upfront investments. For
example, cloud-based platforms allow researchers to train large-scale
models on distributed computing clusters, reducing the time and cost
associated with model development. Model optimization techniques,
such as pruning and quantization, can reduce the computational de-
mands of Generative AI models. Pruning removes redundant parameters
from the model, while quantization reduces the precision of the model’s
calculations, making it more efficient and accessible.

Furthermore, federated learning allows collaborative model training
across multiple institutions without sharing raw data, addressing both
scalability and data privacy concerns. In federated learning, models are
trained locally on decentralized datasets, and only the model updates
(rather than the raw data) are shared with a central server. This
approach enables researchers to leverage diverse datasets from multiple
sources, improving the robustness and generalizability of Generative AI

models. By combining these approaches, researchers can overcome the
computational barriers and scale Generative AI models effectively for
drug discovery.

5.5. Standardization of Evaluation Metrics

The fifth challenges in Generative AI models for drug discovery is the
absence of standardized evaluation procedures. Current performance
metrics primarily focus on structural validity, chemical diversity, and
synthetic accessibility, yet these metrics fail to capture the broader
applicability and biological relevance necessary for real-world drug
development. As Generative AI progresses in areas such as protein–-
protein interaction modeling, multi-target drug design, and disease
modeling, these traditional metrics fall short in assessing the full po-
tential of the models. This gap emphasizes the need for a more
comprehensive evaluation framework that incorporates biological
functionality, clinical translatability, and task-specific considerations.

One critical issue in the evaluation of Generative AI models is model
hallucination. Hallucinated molecules are those that appear chemically
plausible but are biologically irrelevant or synthetically impractical.
These outputs can mislead downstream analyses, wasting valuable re-
sources and time on compounds that are unlikely to succeed in experi-
mental validation or clinical settings. Traditional evaluation metrics,
which often prioritize structural novelty or diversity, may fail to identify
such hallucinations, leading to misdirected research efforts.

In addition to hallucinations, current evaluation methods neglect
essential pharmacological considerations such as drug-target binding
affinity, metabolic stability, off-target effects, and toxicity. These factors
are crucial for evaluating a compound’s real-world efficacy and safety.
Without including these dimensions, models may generate molecules
that are synthetically feasible but fail to meet the biological and phar-
macological criteria needed for therapeutic success. For example, a
compound may pass chemical validity tests and be structurally diverse,
yet it could have poor binding affinity or unacceptable toxicity,
rendering it unsuitable for further development.

Moreover, the lack of standardized benchmarks and ground truth
datasets limits the ability to compare different generative models and
evaluate their performance across diverse disease targets and biological
systems. The absence of universally accepted benchmarks impedes
cross-model validation, making it challenging to determine the true
strengths and weaknesses of different approaches.

A further limitation of current evaluation practices is the failure to
incorporate human-in-the-loop feedback, which integrates expert
knowledge from chemists, biologists, and pharmacologists. This lack of
expert curation in the evaluation process can result in AI-generated
candidates that are unverified or misprioritized, thus diminishing the
reliability of the generative model. Incorporating human feedback,
along with wet-lab validation, is essential to refine AI models and ensure
that the generated molecules align with biological realities and thera-
peutic needs.

Finally, many generative models are optimized for a single objective,
such as structural diversity or synthetic accessibility, but drug discovery
requires a multi-objective optimization approach. In real-world drug
development, models need to balance multiple competing objectives,
such as drug-likeness, biological activity, and synthetic feasibility.
Current models that focus on a single objective may generate molecules
that excel in one area but fail to meet other critical criteria, thus limiting
their utility in drug development pipelines. A more holistic evaluation
framework is necessary to account for these multiple, interconnected
objectives and to ensure that generative models produce molecules that
are not only synthetically feasible but also biologically relevant.

To overcome these challenges, a more integrated and standardized
evaluation framework is needed. This framework should incorporate
biologically relevant metrics, such as binding affinity, toxicity pre-
dictions, and metabolic stability, alongside traditional metrics like
chemical validity and synthetic accessibility. Furthermore,

A.S. Jusoh et al.



European Journal of Medicinal Chemistry 295 (2025) 117825

17

incorporating multi-modal data from genomics, proteomics, and
patient-specific biomarkers will provide a more comprehensive under-
standing of the biological context in which generative models operate.
Collaboration between AI researchers and domain experts in chemistry,
biology, and pharmacology will be essential to refine the evaluation
process and align AI-generated molecules with the practical re-
quirements of drug discovery.

In conclusion, a more robust and standardized evaluation framework
is crucial to advancing the role of Generative AI in drug discovery. By
integrating a broader range of metrics, incorporating expert feedback,
and emphasizing multi-objective optimization, we can enhance the
reliability and applicability of AI-generated molecules, paving the way
for more effective and innovative therapeutics.

6. Future directions of generative AI-based drug discovery

Looking ahead, several promising avenues hold the potential to
further enhance the applicability domain and overall effectiveness of
Generative AI in drug discovery. One key direction is the development of
integrated datasets that combine chemical, biological, and multiomics
data [144]. This strategy will enable models to simultaneously optimize
for synthesizability, biological activity, and other drug-like properties.
By creating datasets that bridge the gap between chemical and biolog-
ical domains, researchers can train models to generate molecules that
are both biologically relevant and chemically viable. Collaborative ef-
forts between academic institutions, pharmaceutical companies, and
data providers will be essential to curate and share such integrated
datasets, fostering innovation in the field.

Next, the incorporation of quantum chemistry [145] and molecular
dynamics simulations [142] into Generative AI models represents
another exciting frontier. Quantum chemistry calculations can provide a
more accurate representation of molecular energy landscapes, ensuring
that generated molecules are stable and synthetically feasible. Similarly,
molecular dynamics simulations can assess the binding affinity and
conformational stability of generated molecules. Thus, offering insights
into their biological activity and interaction with target proteins. By
integrating these computational techniques, Generative AI models can
generate molecules with a higher likelihood of success in preclinical and
clinical trials. Hence, will bridge the gap between computational pre-
dictions and experimental validation.

Furthermore, the exploration of novel generative architectures,
particularly diffusion models [146,147], could revolutionize the field of
Generative AI for drug discovery. Diffusion models have emerged as the
current state-of-the-art (SOTA) approach due to their ability to generate
structurally complex and chemically valid molecules with high fidelity
and diversity. These models operate by learning to reverse a stochastic
noise process, where they begin by gradually adding noise to a molec-
ular representation and then learn to denoise it step-by-step, effectively
generating new molecules from pure noise [147]. This iterative process
allows diffusion models to capture intricate molecular patterns and
dependencies that are often lost in simpler generative frameworks. A
prominent example is AlphaFold3 [24,125], developed by DeepMind,
which combines diffusion modeling with structural prediction to model
multi-molecular complexes, including protein-ligand and protein-RNA
interactions, at atomic resolution. Another impactful tool is DiffDock
[148], a generative docking method that uses a denoising diffusion
model to predict ligand binding poses within protein pockets, out-
performing classical docking algorithms in both speed and accuracy.

Additionally, hybrid architectures such as DM-VAE combine the
representational strength of VAEs with the sample quality of diffusion
models, supporting tasks like scaffold hopping and lead optimization
[149]. However, diffusion models also present challenges. They are
computationally intensive, often requiring thousands of iterative steps
during inference, and can be difficult to condition on specific molecular
properties without complex architectural modifications. Despite these
limitations, diffusion models are particularly well-suited for

structure-based drug design, especially when modeling 3D molecular
interactions or generating ligands with specific spatial constraints. Their
integration with other methods, such as quantum simulations or rein-
forcement learning, promises to further enhance their utility in drug
discovery.

Finally, the adoption of federated learning offers a promising solu-
tion to address data privacy concerns while enabling collaborative
model training across multiple institutions. In federated learning,
models are trained locally on decentralized datasets, and only the model
updates are shared with a central server [150]. This approach allows
researchers to leverage diverse datasets from multiple sources while
improving the robustness and generalizability of Generative AI models.
By fostering collaboration and data sharing [151] without compro-
mising privacy, federated learning could accelerate the development of
more effective Generative AI models for drug discovery.

In conclusion, drug discovery can overcome existing challenges by
fostering interdisciplinary collaboration, integrating diverse algorithms,
and promoting data access. By addressing the trade-offs between syn-
thesizability and biological activity, improving model interpretability,
and leveraging advanced computational techniques, Generative AI
models can generate molecules with a higher likelihood of success in
preclinical and clinical trials. These advancements could pave the way
for groundbreaking innovations in addressing both existing and
emerging diseases.

7. Conclusions

Generative AI has the potential to create new treatments and medi-
cines for both existing and emerging diseases while also advancing
personalized medicine [152]. It leverages three fundamental models:
GANs, VAEs, and Transformers. These models have been extensively
explored to improve Generative AI capabilities, enabling faster andmore
efficient drug discovery. By accelerating this process, Generative AI can
also help reduce the significant financial investments typically associ-
ated with drug development.

The digitalization initiative within the healthcare and pharmaceu-
tical industries is a key driver behind the progress of Generative AI in
drug discovery. This advancement is largely due to the vast amounts of
high-quality digital data necessary for processing and analyzing infor-
mation to generate novel drugs. While digital data is predominantly
available in text form, image data remains limited. The success of ap-
plications like ChatGPT, which generates coherent and grammatically
correct sentences, showcases the capabilities of Transformer models in
natural language processing. Similarly, AlphaFold 2.0 demonstrates its
potential in predicting the 3D protein structures based on the amino acid
sequences. Building upon the limitations of AlphaFold2, the recent
release of AlphaFold3 marks a significant advancement in the field.
AlphaFold3 extends its predictive capabilities beyond individual protein
structures to encompass complex biomolecular assemblies. This
enhancement allows for more accurate modeling of biomolecular in-
teractions and offers richer structural insights. The development of
AlphaFold3 underscores the rapid progression of technology in this
domain, highlighting the continuous efforts to overcome previous lim-
itations and improve predictive accuracy in drug discovery.

The ease of accessing digital data in text form, coupled with the
achievements of ChatGPT, has driven the increasing adoption of the
Transformer model within the drug discovery community. Current
research trends emphasize the generation of drugs with favorable
pharmacokinetic and pharmacodynamic properties, ensuring that newly
developed molecules can successfully progress through the clinical trial
phase. Pharmacokinetics, often associated with PPIs, and pharmacody-
namics, related to DTIs, are crucial factors in this process.

However, Generative AI still faces significant challenges, including
insufficient data quantity and quality, as well as a lack of interpretability
in both data and models. To address these issues, strategies such as
explainable AI are being implemented to improve model transparency
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and reliability. Further collaboration among researchers and industry
stakeholders is also essential to maximize collective knowledge and
establish standardized protocols for AI-driven drug design. With
ongoing advancements, Generative AI will continue to empower the
scientific community to develop more precise and effective medications
targeting a wide range of diseases. Overall, Generative AI shows
remarkable promise in drug discovery, and further research in this area
may result in groundbreaking innovations soon.
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