
IASD M2 at Paris Dauphine

Deep Reinforcement Learning

18: Reinforcement Learning Theory Basics

Eric Benhamou David Saltiel



Acknowledgement
These materials are based on the seminal course of Sergey Levine CS285

https://rail.eecs.berkeley.edu/deeprlcourse/


What questions do we ask in RL theory?
Lots of different questions! But here are a few common ones:

But there are many others!

We’ll focus on these types of questions today
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What kinds of assumptions do we make?
Effective analysis is very hard in RL without strong assumptions

The trick is to make assumptions that admit interesting conclusions without divorcing us (too much) from reality

Exploration: Performance of RL methods is greatly complicated by exploration –
how likely are we to find (potentially sparse) rewards?

Theoretical guarantees typically address worst case performance,
and worst case exploration is extremely hard

Learning: If we somehow “abstract away” exploration, how many samples do 
we need to effectively learn a model or value function that results in 
good performance?
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What’s the point?
1. Prove that our RL algorithms will work perfectly every time

Usually not possible with current deep RL methods, which are often not even guaranteed to
converge

2. Understand how errors are affected by problem parameters 

Do larger discounts work better than smaller ones?

If we want half the error, do we need 2x the samples? 4x? something else?

Usually we use precise theory to get imprecise qualitative conclusions about how various 
factors influence the performance of RL algorithms under strong assumptions, and try to make 
the assumptions reasonable enough that these conclusions are likely to apply to real problems 
(but they are not guaranteed to apply to real problems)

Don’t take someone seriously if they say their RL algorithm has “provable guarantees” – the 
assumptions are always unrealistic, and theory is at best a rough guide to what might happen



Some basic sample complexity analysis
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Concentration inequalities
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Concentration inequalities
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A few useful lemmas
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A few useful lemmas

difference in
probabilities

true value

evaluation 
operator
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A few useful lemmas

triangle inequality
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Putting them together…

technically need to use the union
bound here to account for probabilities
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What does this mean?

more samples = lower error
error grows quadratically in the horizon

each backup “accumulates” error
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Some simple implications…

same policy
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What About Model-Free RL?



Analyzing fitted Q-iteration Bellman operator

approximate Bellman operator

Note: these are not models, this is the effect of 
averaging together transitions in the data!

which norm?

“sampling error”

“approximation error”
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Let’s analyze sampling error

estimation error of continuous random variable 
just use Hoeffding’s inequality directly!
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Let’s analyze sampling error

using union bound
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Let’s analyze approximation error
This is a strong assumption!

we’ll analyze the exact backup operator for now,
but we’ll come back to approximate backups later!
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Let’s analyze approximation error

approximation error scales with “horizon”
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Putting it together
“sampling error”

“approximation error”

samplingapproximation
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What does it all mean?
“sampling error”

“approximation error”

error “compounds” with horizon, over iterations and due to sampling

so far we needed strong (infinity norm) assumptions

more advanced results can be derived with p-norms under some distribution:

21
Based on RL Theory Textbook. Agarwal, Jiang, Kakade, Sun. https://rltheorybook.github.io & slides by Aviral Kumar

https://rltheorybook.github.io/

	Slide Number 1
	Acknowledgement
	What questions do we ask in RL theory?
	What kinds of assumptions do we make?
	What’s the point?
	Some basic sample complexity analysis
	Concentration inequalities
	Concentration inequalities
	A few useful lemmas
	A few useful lemmas
	A few useful lemmas
	Putting them together…
	What does this mean?
	Some simple implications…
	Slide Number 15
	Analyzing fitted Q-iteration
	Let’s analyze sampling error
	Let’s analyze sampling error
	Let’s analyze approximation error
	Let’s analyze approximation error
	Putting it together
	What does it all mean?

