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Abstract 
The idea of ordering plays a basic role in 
commonsense reasoning for addressing three inter­
related tasks: inconsistency handling, belief revi­
sion and plausible inference. We study the behavior 
of non-monotonic inferences induced by various 
methods for priority-based handling of inconsistent 
sets of classical formulas. One of them is based on 
a lexicographic ordering of maximal consistent 
subsets, and refines Brewka's preferred sub-theories. 
This new approach leads to a non-monotonic 
inference which satisfies the "rationality" property 
while solving the problem of blocking of property 
inheritance. It differs from and improves previous 
equivalent approaches such as Gardenfors and 
Makinson's expectation-based inference, Pearl's 
System Z and possibilistic logic. 

1 Introduct ion 
It is noticeable, although very natural, that the notion of 
ordering (between logical formulas, between models, 
between subsets of formulas) has emerged from studies in 
nonmonotonic reasoning and belief revision as playing a 
crucial role. In both cases, the existence of such orderings is 
a direct consequence of a set of axioms which plausible 
inference, or revision processes, must obey. Makinson and 
Gardenfors [23] have pointed out that some nonmonotonic 
inference systems can be expressed in terms of the appro­
priate revision of a related set of propositional sentences, 
both inference and revision being guided by the ordering. 
Namely, given a set of sentences S and a revision procedure, 
given a formula a to be added to S, inferring from a in 
the context defined by S can be achieved by checking 
whether is a consequence of the result of revising S by a; 
the revision process takes care of the case when is 
inconsistent. The ordering underlying these operations helps 
altogether coping with inconsistency, solving a revision 
problem, and guiding a nonmonotonic inference. In this 
paper we shall assume that a set of formulas is equipped 
with a complete preordering structure (or priority ranking) 
which, contrarily to Gardenfors' [13] view, is not related to 
the semantical entailment ordering between sentences. This 
kind of ordering has been considered by Brewka [4], Geffner 
[15], Nebel [24], Cayrol [5] in the recent past. Especially 
Nebel has used it to define syntax-based revision procedures, 
such that two semantically equivalent knowledge bases may, 
upon the arrival of some input inconsistent with them, 
result in non-semantically equivalent revisions. A first idea 

to revise an inconsistent knowledge base 8 is to select one 
of its maximal consistent subbases; another natural idea is 
to keep as many sentences as possible, i.e. consider a 
consistent subbase of S of maximum cardinality. The latter 
option helps reducing the number of revision candidates. 
The presence of an ordering on S leads to refine both approa­
ches. Besides, one does not need to select a single preferred 
subbase when defining a non-trivial notion of inference from 
an inconsistent knowledge base. The task of this paper is 
precisely to study inferences of the form "S entails B if can 
be classically inferred in all the preferred consistent subbases 
of S". Here we shall focus on two meanings of "preferred": 
one, already considered by Brewka and Geffner, that com­
bines priorities and maximal consistent subbases; another, 
which has not been studied in the literature, combines 
priorities and consistent subbases of maximum cardinality. 
Borrowing from Gardenfors the image that nonmonotonic 
reasoning and belief revision are two sides of the same coin, 
we pursue Nebel's work on syntax-based revision, by 
studying the other side of that particular coin; namely we 
study the properties of inference based on the two kinds of 
preferred subsets of formulas, and give algorithms for 
computing these inferences. Inconsistency-tolerant inferen­
ces are interesting since they can overcome some limitations 
of the kind of nonmonotonic inference that is the exact 
counterpart of Gardenfors' revision theory (see [14]). This 
kind of inference is also at work in possibilistic logic [10], 
[8] and in System Z [25]. This approach suffers from what 
we call the "drowning effect": all formulas which are not 
sufficiently entrenched are inhibited; this is an attenuated 
form of the fact that in classical logic anything follows 
from an inconsistent set of sentences; a particular case of 
this effect is the property inheritance blocking [25], [16]. 

2 Nonmonotonic Inference Relations 
Generated by a Flat Belief Base 
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6 Applications and Conclusion 
In this paper we started by noticing the limitations of 
several approaches to non-monotonic reasoning such as 
expectation-based inferences, possibilistic logic and System 
Z, which cope with inconsistency at the expense of taking 
away too many pieces of knowledge (the drowning effect). 
We then proposed two ways of coping with this problem: 
the first one, inferring a conclusion iff it is deducible from 
all inclusion-based preferred subbases, avoids it but fails to 
satisfy Weak rational monotony. The second one, less 
cautious, inferring a conclusion iff it is deducible from all 
lex-preferred subbases, still avoids the drowning effect and 
enables us to recover Rational Monotony. 

There are many situations where all this can be applied, of 
which we mention some examples. First in default rea­
soning, Geffner and Pearl [16] have already used inclusion-
based prioritized inference to mend System Z. Here we have 
shown that the lexicographically-preferred subbases led to 
another solution recovering property inheritance. It would be 
interesting to compare this solution to the approach based 
on maximum entropy [17]. A second potential application 
is model-based diagnosis (in this spirit, see [19]) where S 
describes the functioning of the system to diagnose (the 
levels reflecting the certainty of the rules, and the reliability 
of the components); a corresponds to the observed 
situation; then each of the maximal consistent subbases 
correspond to a consistency-based diagnosis (where the 
absent formulas correspond to faulty components). In the 
non-gradual case, subbases of maximum cardinality corres­
pond to a minimum number of faulty components. Lex-
inferences are a generalisation of this principle, and are thus 
very natural in this context. Other potential applications are 
consistency maintenance in temporal data bases (where 
recent informations are preferred to older ones), prioritized 
constraint satisfaction problems (where overconstrained 
problems are solved by taking priorities into account), or to 
minimisation of surprizes in a logic of time and action. 
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