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associativity of the min operation, we can state the following 

Theorem [5 ] : 
any clause in 

This theorem expresses that the degree of certainty (expressed in 
terms of necessity) of any logical consequence obtained by repeatedly 
applying the resolution principle, will be at least equal to the one of the most 
uncertain parent clause. This simple result agrees with our intuition. 
N.B.1 : A pattern similar to (7) can be easily established for a set function g 
which is a probability measure or more generally a Shafer [10] belief function 
(see [51). Namely, we have 

. . (8) 
The repeated application of (8) may lead to a lower bound which is not very 
much informative, whatever is the quality of lower bounds attached to the 
parent clauses This behavior does not exist with min. For necessity 
measures, which are a particular case of Shafer belief functions [3], the 
lower bound in (8) is improved since min(a,b) £ max(0, a + b -1 ) , in [0,1] 
MJL2 : Quite early in the development of fuzzy set theory, an extension of 
resolution principle was proposed by Lee [7] for ground clauses in fuzzy 
logic, where conjunction and disjunction are defined via min and max 
operations as already mentioned. Basically, it was proved that if all the 
truth-values of parent clauses are strictly greater than 0.5, then a resolvent 
clause derived by the resolution principle always has a truth-value between 
the maximum and the minimum of those of the parent clauses. See [5] for 
further discussions. Moreover, due to the lack of contradiction law for fuzzy 
propositions, the refutation cannot be easily extended as it is the case for 
(7) (see next section). Recently another attempt has been made by Van 
Emden [12] for introducing quantitative aspects in the framework of a 
rigorous logic programming approach. However the meaning of the so-called 
truth values, intermediary between 0 and 1, remains ill-defined since they 
are not related to some axiomatically-based modelling of uncertainty such 
as probability, Shafer evidence or possibility /necessity theories. Indeed 
the propagation of the truth-values in [12] resembles somewhat to the ad 
hoc treatment of certainty factors in MYCIN [11] 

The resolution principle for predicate calculus can be stated in the 

following way Let L1 be an atomic formula, i e a predicate symbol of degree 

n followed by n terms (a constant is a term, a variable is a term, a function 

bearing on terms is still a term). Let p[o] denote the clause obtained by 

applying the set of elementary substitutions specified by o to the 

occurences of variables in the clause p If the elementary substitution o1, 

applied to the variables in L-) and L2, make L2 identical to then from 

L1 v q and r the resolvent can be deduced. From (5), it is 

easy to see that the following pattern is valid 

(9) 
which extends the usual parlicularization mode of inference. Thus, the 
substitution of a variable by a constant in a universally quantif ied 
proposition can only increase the necessity degree attached to the 
proposition. More generally from N(V x P(x)) £ a we can infer that N(V y 
P(f(y))) £ a where f is a mapping ; note that N(V y P(f(y))) may be greater 
than N(V x P(x)) since f is not necessarily onto. Thus the application of the 
resolution principle for predicate calculus is compatible with a computation 
of a lower bound of the necessity degree attached to the resolvent using (7) 
and (9). 

For instance if we know that N(3 x P(x)) > a and that 
this can be written in a logic programming style, using a Skolem 

constant A, as 

from which we infer (applying the substitution A(y) that 

Q(A) (min(a.P)); i.e. N(3 z Q(z)) min(a.P) 
This very simple example is considered by Nilsson [8] with a probabilistic 
modelling of uncertainty, but is not dealt with by resolution. 

2.3. Refutation 
A very popular way of using the resolution principle is the refutation 

method, i.e. the proposition to be proved is assumed to be false, and its 
negation is added to the set of ground clauses ; when the proposition is 
actually true, the resolution principle enables the empty clause 0 to be 
derived, thus establishing a contradiction. The refutation method can 
provide conclusions which could not be derived by direct application of the 
resolution principle. This procedure is valid when the initial set of clauses is 
consistent. The refutation method can be extended to the case of uncertain 
propositions. To do so, the negation of the proposition to prove is added to 
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