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Abstract. In this paper, both the uncertainty and the origin of interpretations [5]7t is normalized iff DwOQ such that
pieces of information is handled in an extended possibilistic logic

framework. Each formula is associated with a set (a fuzzy sefi(w) = 1. It expresses that at least one interpretation is

more generally) which gathers labels of sources according t?ully possible wherQ is exhaustive.

which the formula is (more or less) certainly true. In case of a A .

single source of information, possibilistic logic is recovered. ~ FromTt, apossibility [T anda dual necessity measure
Soundness and completeness results of possibilistic logic amd, from & to [0,1], are defined [8,3] :

extended. Besides, the combination of the information provided

by different sources (fusion), taking possibly into account the(C) ¢ O £ ) () = supf(w) |w= ¢}

relative reliability of the sources, is discussed. N(@) = 1 -MN(=¢) = inf{1 —T(w) | w=—b}.

1 Motivations M($) estimates the compatibility o with the

Often, the available information comes from severalavailable knowledge, NY) the extent to whichh is
sources rather than from a unique source. Thentailed by this knowledge. The characteristic axioms
infc(;rmationd p(ZOVidﬁd by each sourrc]:e mla)l:/) tl)e i?complete)f a possibility measur8l are, in the finite case :

and pervaded with uncertainty. The global information . _ ) .

given by the different sources may be partially(!? M) =0 (- contradiction)
inconsistent due to the presence of conflicting pieces off) 0o, D, N(e OY) = max1(¢),M(w)).

information coming from various sources, even if eachNote that weonly havell(¢Oy) < min(1(¢),M(Y)) in
source provides a consistent information. In a givernyeneral; (i) is equivalent to

framework for modelling uncertainty, there exist rules .

for combining conflicting pieces of information, but it H6, O, N@ D) = min(NEG). NW))
is not kept track of the origin of the information. No WhenTtis normalized, Nf) > 00 T(¢) = 1. Besides,
difference is made between a piece provided by on&l(¢ OY) = max(N@), N(J)) only. Practically, given
source only and a piece of information asserted by aljhe available knowledge, M) =1 (= [](=¢) = 0)

the sources (if we except a possible reinforcement effegt, o o thath is certainly true; 1 > N{) > 0 (= 0 <

of the certainty). Thus it may be useful to keep the . .
sources of information distinct in the reasoningﬂ(_'p) < 1) that¢ is somewhat certain and-not

process. While the ideas of attaching to a logicacertain atall; N¢) = N(-¢) =0 (= M(¢) =M(=9) = 1)
formula, a set of justifications, an hypothetical context,means total ignorance.

or a time interval have been investigated at length in A necessity-valued formula (nvf) is a pair ¢ o),
truth maintenance systems (TMS), in assumption-baseghere¢ is a formula off. , anda O [0,1] is a lower
TMS, and in reified temporal logic respectively, it hound of a necessity measure. Such formulae are
seems that the explicit handling of the origin of theinterpreted by means of possibility distributions. The
information in reasoning has retained little attention. satisfaction of a nvf by a possibility distribution is

2 Possibilistic Logic: background defined by - 11 ) iff N@)za

Let Q be the set of interpretations of a propositional orwhere N is induced by LetF = {(d1 09, ..., Gnap}
first-order logical language® . A possibility 5 set of nvf's, consituting a knowledge base, then the
distribution on Q is a functionm from Q to  pgtion of logical consequence is defined by

[0,1] which reflects the available knowledgeqw) F (ba) iff Onm=F impliesmte (¢ a)
estimates to what extent it is possible that theWhere n=F iff O IZI{’l nl = (6 o)
interpretationw corresponds to the one underlying the e e
real world; 1t encodes greferential ordering among



i.e. the set of possibility distributions satisfyifg is 1= (-p0r0.7) = N(=pOr=0.7= MNP O-r)<0.3=
included in the set of those satisfyinty q). OwkE pO-r, mw) < 0.3; and similarlyd w= p 0 —q,
The consistency off is estimated by the extent to Mw) =0;0w= qO-r Mw) < 0.6 ;0 we= —p, Mw) <

which there is at least an interpretation completely, . . .
: . ; . 0.5;0w= —q, <0.2. gl is th b
possible for & , i.e. there exists a normalized ® g () g+ 1s Ihus given by

possibility distribution satisfying? ; the quantity gl (pgln) =1
Inc(F) = 1 — SUP—F SUR,IQ TIW) g1 (-pdglr) = g1 (-pdolir) = 0.5
is called theénconsistency degree of . If Inc(¥) = 0, g1 (palir) = 0.3 ;
¥ is completely consistent; indeed IncfF) = 0 iff the gl (-pd-qlr) =gl (-pd-qtr) = 0.2
knowledge base obtained froi by ignoring the T 1 (pOhglr) = 1 1 (pOglhr) = 0.

valuations is consistent. If Ir€() = 15 is completely  \we have the following derivation, when looking for the
inconsistent, and if 0 < IncfF) < 1 then¥ s partially certainty of r, and thus adding (-r 1) %!
inconsistent. Then we have [7,2] ( p'EIr 0.7), (= 1)— (=p 0.7)

* Inc@) =inf{N(0) | 1= &} where N is induced by (=p 0.7), (p 0.5)— (01 0.5)

* Let¥ = {(¢1.a1), o Onaph, alnd i.e. N(r) = 0.5 and indeed it can be checked that using

g (w) =min{l —aj|w= -, i=1,.,n} T g1, we have for the associated possibility measure
= 1ifli, o= ¢ ; M*(=r)=0.5. Then N*(r)=0.5, andIn<m* 1, N(r)=0.5.

thenm= & iff m <1 . ™ is the least specific (i.e.

the largest) possibility distribution satisfying. o M ulti-Source Possibilistic L ogic

Moreover? = (¢ a) iff T = (¢ a). Besides In¢F) = Thg _s_emantics of possibilistic logic only _requires the
definition of necessity measures on a logical language
1-supygg ™ (w). ¢., and in order to define these necessity measures from

Inc(&) can be seen as a threshold below which any#, to [0,1], we only needed three operations on [0,1] :
deduction from# is trivial. Indeed, if Incf ) = a, then  the minimum and maximum operators (which underlie
One &, N(O) =a and a fortioridd, N@) = N(O) = a the ordering structure) and theorder reversing operation

where N is induced byt thus, any deductioff = (¢ B) (1 —_(-_)_). A _strgighj[forward generalization |s _to map
ith B <a is trivial. Allowing non-trivial deductions possibility distributions, as well as possibility and

wi = : 9 necessity measures, no longer into [0,1] but into any

only makes the consequence operator nonNMONOLONiG, oy ete distributive lattice L. In the following, we

Egésit?iﬁs(,jtlijc(:tlfg?c ?;]Fz] rbefutatlon are extended to take L = [0,1]SD where§ is a given set, interpreted as the
) Y set of sources of information. L is equipped with the
cFO{O N = W) iff F= (4~ ¢ a) fuzzy set intersection o), union () and

*FE @ it FO{Ce D= Qo) complementation (), pointwisely defined by means of
Thus, if we want to know whetheg @) is a logical  the operations min, max and 1 — (.) respectively (the

consequence of or not, it is sufficient to compute the ordering being the fuzzy set inclusion defined by the

inconsistency degree 6f O {(-¢ 1)}, which is equal to  inequality between membership functions) ; formally,

the largestr such that¥ = (¢ o). A necessity-valued  0OX = (x1,...Xp), ¥ = (¥1,-...ym) O L,

clause (nvc) is a nvf (@) where c is a clause. Ip@) isa  xOy =(max(q,yq).--..max(%n.Ym))

nvf and if {c1, ..., ¢y} is a clausal form ofp then a  xny=(min(xq,y1),....MINXpn.Ym))

clausal form of ¢ a) is {(c1 a), ..., (¢ a)}. The X=(1 = xq,...,1 = %p)-

resolution rule is then : where§ = {sq, ..., §} and % 0 [0,1], y; 0 [0,1]. Now

(cpag), (pap) — (c"min (g, ap)) we actualize the definitions of Section 2, in the
where c' is a resolvent of clausesand ¢. Possibilistic ~ framework of fuzzy set-valued possibilistic logic,
resolution for nvc's is proved to be sound and complet&eeping in mind the multi-source interpretation. A fuzzy

for refutation [7]. Let us consider an example. set A of & will be denoted by fia(s) /g .| = 1.m}
gFlz{(-.pDr 0.7),(-idq 1),(=cr 0.4),(p 0.5),(q 0.8)} whereuA(sj-) is the membership degree ?f Shen
It induces the constrain8 = F 1, » 1t will denote a multi-source possibility distribution

defined from the set of interpretatior® to L =



[0,1]°, i.e. Mw) is the fuzzy set1(w) I§,i=1m}  +FO{ON = WA iff Fi= (0 -~ WA
of §, where the degree attached {oisinterpreted as  * Fre= (oA iff FO{-08)}E= (OA).

the degree of possibility[j(u)) of the interpretationw as well as counterparts of the other results of Sec. 2.
according to the sourcg. St is said to be normalized Clausal forms also extend to the multi-source case. The
iff Uno mw) = 8, i.e.0j=1,m, max,o n(w)=1 resolutionrule (c A), (c' A)— (c" A n A’) obtains, where
c" is a resolvent of clauses c and c'. It is obvious when A
and A' are non-fuzzy; in terms of fuzzy sets it reads

(C {HA(S) / §, FLm), (€ {ua(s) 1§, [=1.m})

— (€ {MIN(A(S), Ha'§) / §, I=LmY).

In order to get a sound and complete procedure we must
add thecombination rule (c A), (c A)— (c AO A),
which states that if the clause c is considered as

(since§ = {1/sq,...,1/5,}). This is equivalent, ifQ is
finite, to o, Tﬂ(w) =1, i.e. eacht is normalized; it
means that each source is fully consistent;

* the possibility measurBl associated withr is defined

by the fuzzy sef(¢) = U{m(w), w= ¢}
= {(maxg— ¢ T(w))/5 , [=1,m} = {1 (9)/s) , j=1,m}

(M) is the scalar possibility measure inducedrby somewhat certainly true by the two fuzzy sets of sources
* by duality N@) is defined by the fuzzy set A and A', c is still similarly considered by their union.
N@) = (=) = W), w= -~} More precisely, the greatest lower bound according to

= {(Ming,_ _g 1-T8(w))/s,j=1,m} = {Nj(¢)/s-,j=l,m} each source is retained as expecteq, i.e. we obtain
ClearlyTe c?an write L : (c (Max@A(§). Ha(§) 7§+ = 1.m)).

i 1
N Ow) =) 0 NWw) : NG Ow) =N N(W). Example. We consider the knowledge ba&e~ of
@O0w @) W) N@ DW) @) 0 N@) Section 2, provided by sourcq $ogether with the two

The semantics of multi-source possibilistic logic is
then easily defined, as a very natural generalization o
possibilistic logic's. Let us consider the knowledgeffz: {=p Oq 1), (=q0r 0.8), (=pOr 0.2), (p 0.8),
base# = {(¢; Aj), i = 1,n}, where A denotes a fuzzy set (9 0.9), (r 0.6)} ;
of § interpreted as A= {ua (s))/sj, j=1.m} with F3={(-q Or0.4), (~p0-r 0.3), (p 0.5)}.

Altogether it makes the following multi-source
knowledge base (zero membership degrees are omitted)
extent to which; is necessarily true according to each & = ((-pq {1/51,1/s5}), (=pCr {0.7/51,0.2/5}),

source 5. Then the least specific multi-source (~qOr {0.4/s1,0.8/5,0.4/3}),(~pL-r {0.3/sg}),

knowledge base§ 2 and# 3 given by  and s,

uAi(sj) < Nj(q)i), i.e. A provides lower bounds on the

possibility disEibution is g-iven by (p {0.5/51,0.8/%,0.5/s3),(q {0.8/57,0.9/5)}),
() =[{Aj, w= -;, i=1,n} (r {0.6/s,]) }.
- {(m'”i,ws:-'tbi 1-pai(§) /g, =L.m} Then by resolution and combination we can compute the
= {Tﬂ*g;(u))/%, j=1,m} multi-source certainty attached to r. So we proceed by

whereTd* ¢ is the least specific possibility distribution refutation by adding (-r&) = (-r {s1,57,83}) =

representing the semantics of the information provided™ {1/51, 1/, 1/s3}) to . We get
by source j The fuzzy set of inconsistent sources with (- por {0.75,0.2s)) (v {UsyLspLisg})

respect td¥ is given by Incf) = U{m*#(w), O Q} = MDr{O.Nsl,O.S/SZ, 04/3)) (~q {0.8/51,09/5})
M 7(0), WOQI{( - Supyro T F@) / SI=LME () (0 sy0m) (0 055,085,055 /
Clearly, instead of focusing on the set of sources for

. ; ; i 6/ (r {0.4/51,0.8/s5}) (- r {L/s1,1/5p,Us3})
which a given formulap is somewhat certain, we may e 2(})”1/8 sy 2sa) 1\: /1 2
dually consider the set of formulas which are somewhat v
certainly true for a given source. #s made clear by the © (0575) (0 {0.5/5,02/s3}) (O {0.4/51,0.8/s})

. . . - 0152,
above expressions, the two points of view are perfectly T (0 {0.5s,.0.855)

equivalent. Indeed the fuzzy setsl, N, 1t ¢, Inc&)

introduced above, can be viewed as vectors of the "uS N(U {0.5/sy, 0.8/} (where [ denote fuzzy set

corresponding scalar values for j = 1,m. inclusion, i.e. it means Nr) > 0.5, Nz(r) 20.8). It can
Formally, the multi-source extensions of deductionbe checked that* ¢ is normalized sinced*  is so, for

and refutation theorems hold, i.e. we respectively have j=1,3 : it means that each source gives consistent



information. However it does not mean that the sourcesntersection of the closed knowledge bases corresponds
are consistent altogether. Indeed frdn we can also to the union of their set of models (assumink(¢y O
prove N(-r) O {0.3/s3}, i.e. s3 is in conflict with {0 1}, and choosingdj, W(1) = 1, since Np) =1 = ¢
{s1,8p} with respect to r. Thus by distinguishing belongs to the deductive closure®f).
between the sources, we avoid inconsistency problems an example of function jgis q(x) = max(x, 1 _)\j)
(while dealing W|t_hfr” DF D?’an_ our example would itk the normalization condition maxq mAj = 1. It
create an inconsistent possibilistic knowledge base). leads to a weighted minimum combination for N. i.e

We do not insist here on the case where a source g i : T
provides inconsistent information by itself. The N(¢) = min=1 m max(N(4), 1-A):
treatment of this situation is an immediate by-product ofin terms of possibility distributions, it is equivalent to
the capability of possibilistic logic to handle inconsis- ;1 = max=1,m min(nl,)\j), i.e. T is obtained as a
tency [7][5](2] as briefly recalled in Section 2. weighted union of the possibility distributions

4  Fusion of Sources and | nformation associated with each source. It is a weighted version of
Combination the fuzzy set union. Note that remains normalized as

The necessity measure defined from a multi-source°" & all thed are. The weighk; can be interpreted

possibility distribution is equivalent to a vector of as the relative level of reliability of source #ndeed, if
scalar-valued necessity measures, each of therall the )\j are equal, we havélj, )\j = 1 due to
representing a source. Given m sources of informationpormalization and the fuzzy set union on tikis
a natural question is then to know if it is possible t0recovered (and the min operation for th¥ Nif )‘j =0

replace these m sources by an equivalent ﬁctitious(he information provided by the source is not taken
source. More generally, the pieces of information.

provided by the different sources have to be combinedM© account. For intermediary;, only sufficiently
taking into account the relative reliability of the certain information is taken into account. Clearly, this
sources, in order to provide the user with syntheticconsensus based on a (weighted) union of the
conclusions. The problem of the fusion of m sources, igP0ssibility distributions, or equivalently on the min-
partially answered, in the possibilistic framework, by combination of the certainty degrees, is a very cautious

the following result (see [4] for the proof) combination since, when all th’q are equal to 1, only

« Theonly functions f from [0,1" to [0,1], satisfying the least informative lower bound, is retained as an

the idempotency constraint f(a, ..., a) = a, such that th&stimate of the certainty of a formula, among the lower

function defined by bounds provided by the sources. In other words, the
06, N@) = f(NL(9), ..., NT($)) opinion of the source which is the least certain prevails.

is still ascalar necessity function, are of the form In case of conflict between self-consistent sources

N(¢) = min(gl(Nl(q))), %(Nm(¢))) concerning a formulap, i.e. Ok, £, Nk(¢) > 0 (then

where the ps are functions from [0,1] to [0,1] such that Nk(—1¢) = 0) and "f("d’) > 0 (then rg@)) = 0), this leads
0j, gj(1) = 1 andCk, g(0) = 0. The gs can be chosen N() = 0 = N(-$) when(j, A{ = 1 ; when the sources

as non-decreasing. L . .
9 have unequal reliability, in case of conflict, the

Clearly, the idempotency constraint ensures that Ifcertainty degrees of the most reliable sources are

all the sources agree on the level of certainty of &jocreased, but not necessarily down to 0, as it can be
proposition, the result of the combination is what each

checked.
source tells, i.e a0l [0,1], NX($) =... = N"($) = aOl Many other combinations may be performed, at the
N(¢) = a. This is equivalent to the following semantic level, on the possibility distributions
combination in terms of possibility distributions representing the information provided by each source.
(W) = max(fl(rtl((.o)), O L)) Let O be the such a combination different from the

weighted union, i.em = my O... O 1y,. Then as seen
should have ifx) = 1 — g(1 - X) above, there does not exist a function f such that the

J 9 ' ity Nf) induced b b dint f

This result is in agreement with the fact that in necessity Nf) induced byrt can be expressed in terms o

classical logic the intersection of deductively closedthe N(‘b). in a compositional way for anj'). This.
knowledge bases is itself deductively closed. Indeed thé&ituation is to be related to the fact that in classical

with 0j, hj(O) = 0 and’k, h(1) = 1. More precisely we



logic, the union of deductively closed knowledge bases The proposed framework suggests a methodology
is generally not deductively closed. for merging several knowledge bases into a single one
The union of knowledge bases corresponds to thevhile retaining the origin of each piece of information.
intersection of the corresponding sets of models. Thus d@his is done by attaching to any formula a tag where the
worth-considering combination operation on tikis ~ name of the sources that supplied this information
the fuzzy set intersection, and more generally theappears ; both the level of support of the formula by a
weighted fuzzy intersection [4] (taking into account source, and the reliability of the source itself can be

reliability Ievels)\j) defined by handled. Our approach can be cast in the setting of
= mi’]:l,m max(nj, 1 _)‘j) with ma)j:l,m)‘j -1 :?Sbeellfled deduction systems [6], as possibilistic logic
For }‘j = 1,0j, the fuzzy set intersection is recovered. Our framework has some potential to deal with

Clearly T may then be subnormalized even if all tle  inconsistency due to the presence of conflicting
are normalized. Ifit is not normalized, it expresses a sources : Firstly by structuring a knowledge base into
conflict between the sources about some formula, as it iseparate consistent parts ; in that case, the deduction
the case between {ssp} and s3 about r in the example methods deal with these parts in parallel rather than
of Section 3. In the particular case of a source k which ignaking separate inferences from each sub-base.
in complete agreement with the others, but bettefSecondly the inconsistency between sources can be
informed, i.e.[k, such that < mi”j;tk ™, we haver = resolved for a given query using one of the combination
modes presented in the previous section. The choice of a
mode depends on whether one must be cautious, or can
be adventurous in the given situation. More generally

ossibility distribution exoressing the semantics of therevision procedures for inconsistent knowledge bases
posstbility distriouti Xpressing s ICS should explicitly involve the origin of the pieces of

i 1 m
knowledge base obtained fronff =, ... g‘; bY  information and the reliability of the sources.
computing the weighted max of the certainty degrees
attached to the formulas, i.e. the knowledge base madR efer ences
of the pairs ¢ max=1 m min(o(J,)\j)) where ¢ al) [1] D. Dubois, J. Lang, and H. Prade. Timed possibilistic logic.
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the lower bounds provided by the sources, is retained as/ntelligence, Oxford University Press, 1992, to appear.
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rellablllty of the source which prowd_es_ _|t. _The fact that D. Dubois, and H. Prade. Aggregation of possibility
the weighted union of the possibilistic deductive "measures. In J. Kacprzyk and M. Fedrizzi, editsltiperson
closures of theF!'s is not closed just points out that the Decision Making Using Fuzzy Sets and Possibility Theory,

. Kluwer Academic Publ., pp. 55-63, 1990.
lower bounds computed on the formulas will not be [5] D. Dubois, and H. Prade. Possibilistic logic, preference
optimal, but are likely to be improved through “nogels non-monotonicity and related issues. Proc. 12th Inter.

possibilistic deduction. Obviously whem is not Joint Conf. on A.l., Sydney, pp. 419-424, 1991.
normalized, the knowledge base built as said above wilje] D.M. Gabbay. Labelled Deduction Systems. Oxford
be (partially) inconsistent [7] [2], i.e. will contaimp(  University Press, to appear.
N i . [7] J. Lang, D. Dubois, and H. Prade. A logic of graded
a) and (4 o) witha > 0,a’ > 0 for some formulg. possibility and certainty coping with partial inconsisterferoc.
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™® and N = N&. More generally, it can be shown that the
weighted intersection of the possibility distributions
representing the semantics of tffd is nothing but the

5 - Concludi ng remar ks pp. 188-196. Morgan & Kaufmann, 1991.
. L 8] L.A.Zadeh. F t: basis f th f ibility.
The logic presented here is similar to a so-catiesed [éuzzy Setsinﬁ a,stlgéy i?l“;';g_szgt’ 1ags7|§or & fheory of possibiity

possibilistic logic [1] where each formula is associated
with a (possibly fuzzy) set of time instants at which this
formula is more or less certainly true. But the problem
of combining the pieces of information coming from
different sources more or less reliable has no counterpart
in the temporal interpretation.



