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Abstract

This paper studies a dynamic discrete-time queuing model where at every period players get

a new job and must send all their jobs to a queue that has a limited capacity. Players have an

incentive to send their jobs as late as possible; however if a job does not exit the queue by a

fixed deadline, the owner of the job incurs a penalty and this job is sent back to the player and

joins the queue at the next period. Therefore, stability, i.e. the boundedness of the number of

jobs in the system, is not guaranteed. We show that if players are myopically strategic, then the

system is stable when the penalty is high enough. Moreover, if players use a learning algorithm

derived from a typical no-regret algorithm (exponential weight), then the system is stable when

penalties are greater than a bound that depends on the total number of jobs in the system.

1 Introduction

In the classical treatment of queues agents arrive at random times, wait according to a specified

regime, and then get served; the service time is also random. In these models there is no room

for any strategic behavior of the agents. Even when agents balk or renege, this is modeled as a

random event, not a strategic choice of the agents. Starting with the seminal paper by Naor (1969),

strategic elements have been included in queueing models. For instance, in Naor’s model, when

agents arrive, they rationally choose whether to join the queue or to balk.

The suitable tools to analyze strategic queueing models come from game theory. The literature

has considered several strategic models of queueing systems under different stochastic assumptions,

different service regimes, and different strategy sets for the players. Various goals have been con-

sidered, such as computing Nash equilibria of the games, studying their efficiency, and examining

the system stability under various equilibria.
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One interesting class of problems, first examined by Glazer and Hassin (1983), deals with situ-

ations where players need to be serviced before a fixed deadline, and otherwise pay a steep penalty.

In several variations of this model, players play the game repeatedly, for instance, they commute

daily to the office and need to get there on time.

In a recent development, Gaitonde and Tardos (2020, 2021) considered a discrete-time queueing

model where agents use learning algorithms to make the decision of which server to choose. The

novelty of their analysis was the consideration of spillovers from one period to the other. One of

their goals is to establish conditions for the system to be stable.

1.1 Our contribution

Our paper draws both on the literature on queues with a fixed deadline and on the contribution

on learning and studies a discrete-time model where agents at every period receive a new job that

requires service from a single server and need to decide when their jobs join a queue, taking into

account a trade-off between waiting costs and a stiff penalty for being late. The model includes

spillovers, since the jobs that cannot be served by the deadline go back to their owners and are to

be sent to the server the following period; these late jobs are then added to the incoming daily new

job. From a queuing point of view, the model is deterministic: each player gets exactly one new job

at every period. Randomness is due to the actions of the players, which can be mixed, and to the

regime of the queue: if several jobs join the queue at the same time, the order in which they get

served is uniformly random.

We consider several aspects of the model under the assumption that agents are strategic, but

myopic, i.e., at every period they play an equilibrium, but do not take into account the future effect

of their actions. This leads us to examine the equilibria of the single-period game. In this framework

we show that the structure of equilibria depends on whether the number of jobs in the system is or

is not larger than the number of times in each period; moreover it depends on whether the penalty

cost for being late is or is not large enough.

When the number of jobs in the system exceeds the number of times in each period, and the

penalty cost is large enough, we show that the stage game has a single coarse correlated equilibrium

(hence, a single Nash equilibrium), where all players sends all their jobs to the queue as early as

possible. When the number of jobs in the system does not exceed the number of times in each

period, then the stage game has multiple equilibria, whose structure we study. Surprisingly, even if

each player has a minmax strategy that guarantees that this player’s jobs will meet the deadline,

nevertheless, in equilibrium some jobs will be late with positive probability. This implies that the

number of jobs in the system in the following period will be larger than in the current period.

In the second part of the paper we study a model where players use a no-regret learning algorithm

to make their choices. As we mentioned before, the number of jobs that each player may vary from

one period to another. To face this, we will adopt a variation of the exponential weight algorithm
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that takes into account the changing environment.

We describe the model using the language of game theory, but other motivations are possible.

For instance, we could consider a revenue-management interpretation where at each period agents

buy a priority for their jobs. There are different priority levels and their price is monotone with the

priority. Jobs with high priority are served before jobs with lower priority, up to the fixed capacity

for each period. When there is a priority conflict, it is resolved at random. The constraint is that a

maximum of one agent with the lowest priority is served, a maximum of two agents with the lowest

two priorities are served, etc.

1.2 Related literature

The analysis of strategic behavior in queueing systems goes back to the seminal paper of Naor

(1969), who studied an M/M/1 queue with a first-in first-out (FIFO) policy where the agents’

payoff consists of the reward that they get when they get served, minus a waiting cost that is

proportional to the time they spend in the queue. Once they arrive, they can decide whether to

join the queue or to balk. If they play a Nash equilibrium, their behavior is socially inefficient, in

the sense that it does not maximize the social payoff (the sum of all players’ payoffs). This is due

to the fact that one agent’s selfish behavior does not take into account the externalities it creates

on other agents. Hassin (1985) showed that optimality can be achieved by a last-in first-out (LIFO)

policy. The literature on strategic queueing system has then exploded. The reader is referred to

Hassin and Haviv (2003) and Hassin (2016) for a general treatment of the topic.

Some models have considered strategic agents who can decide when to join a queue. The

seminal paper by Glazer and Hassin (1983) considered a model, called ?/M/1, where agents arrive

at a facility that every day starts service at time 0, serves all customers that arrive by some time

T according to a FIFO policy. Each day, agents decide whether to visit the facility or not. If

they do, they pick their arrival time with the goal of minimizing their expected time in the queue.

This queueing literature with a strategic choice of the arrival time has been recently surveyed by

Haviv and Ravner (2021).

In the framework of transportation theory, Vickrey (1969) studied a bottleneck model where

agents choose the time they leave home to reach the office and used some fluid approximation.

Rivera et al. (2018) studied a discrete version of the Vickrey model and examined Nash and corre-

lated equilibria and their efficiency. Our model is a (variation of) a repeated version of their model

with spillover. Kawasaki et al. (2023) extended the study of this bottleneck model to more general

preferences and provided conditions for the existence of a pure Nash equilibrium; moreover they

examined the link with strong equilibria.

Recently, Gaitonde and Tardos (2020) proposed a model where several queues receive packets

with a fixed, time-independent (but queue dependent) probability and must send them to a number

of servers. Each server may process a packet it received with a fixed, time-independent probability.
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The paper studied the behavior of the system when players use no-regret learning procedures and

in particular determined the conditions on the model parameters for the system to be stable. In

a subsequent paper, Gaitonde and Tardos (2021) compared the behavior of no-regret, short-term,

learners with players who adopt a long-run optimizing behavior. Sentenac et al. (2021) used a

similar model and introduced a new cooperative and decentralized algorithm that players can use.

Compared to this work, our paper does assume that players intend to cooperate, in the sense that

they use a standard algorithm to maximize their own payoff.

No-regret learning procedures algorithms are a family of online reinforcement learning algorithms

such that they are at least as good as any constant action selected in hindsight (i.e., given that other

players or the environment actions are fixed). The notion, also called Hannan or universal consis-

tency Fudenberg and Levine (1998), was originally introduced by Hannan (1957) and is satisfied by

multiple algorithms (see, for a recent review, Perchet, 2014). In particular, the exponential weight

algorithm (EWA) Littlestone and Warmuth (1994); Cesa-Bianchi and Lugosi (2006) is a simple but

efficient reinforcement learning procedure which adjusts weights of actions based on past experi-

ences. However, there is no widely accepted extension of the concept of no-regret learning to systems

with (endogenously changing) state variables (for instance Markov Decision Processes) such as ours

(the state of the queue), so we propose a simple, multi-level, extension to EWA. Besbes et al. (2015,

2019) dealt with stochastic optimization and single-agent, multi-armed bandit problems with tem-

poral uncertainty in the rewards. In a recent interesting paper, Crippa et al. (2022) studied—in the

context of (non-stochastic) repeated games—strategies that have no-regret compared to dynamic

sequences of actions whose number of changes scales sublinearly in time. There is also a large lit-

erature on time-varying games were studied by Cardoso et al. (2019); Mertikopoulos and Staudigl

(2021); Duvocelle et al. (2022); Zhang et al. (2022); Anagnostides et al. (2023), among others. In a

game theoretic framework, the reward functions of a player can change across time for two reasons:

a change in the game and a change in the strategy of the other players. In these articles, the authors

investigate different solution concepts to take this distinction into account. A key difference with

our model is that the change of the game is exogeneous whereas in our model it is endogeneous. We

restrict ourselves to the more classical notion of regret.

1.3 Outline

Section 2 introduces the model and the key concept that the paper will consider. Section 3 analyzes

the behavior of myopic strategic players. The key point in this section is the analysis of the one-

shot game for any job allocation to the players. Section 4 analyzes the repeated game with learning

players.
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2 The model

We consider a discrete-time game where I is the set of players and time is split into periods of equal

length L ě 2. The generic period is denoted by t. Throughout the paper we assume that there are

at least |I| ě 3 players.

At the beginning of every period t ě 0 each player i receives one job and independently chooses

an action ait P t0, . . . , L ´ 1u , which represents the time during period t at which i’s jobs join the

queue. The symbol at :“ paitqiPI denotes the action profile at period t. Since all of player i’s jobs

join the queue at the same time, the action set A does not depend on the number of jobs held by

each player.

The choice of ait may depend on the past history of the game. Depending on the actions taken

by all players, some jobs are late, i.e., they cannot exit the queue before the end of the period.

Late jobs are returned to their respective owners and will join the queue once more at the following

period. This produces a spillover effect: at every period, the number of jobs that player i handles

is the number of i’s late jobs in the previous period plus one.

The state of the system at period t is the vector kt “ pkitqiPI , where kit is the number of player

i’s jobs at the beginning of period t. The state space is S :“ N
I . The total number of jobs at time

t is

kt :“
ÿ

iPI

kit. (2.1)

Late jobs at period t incur a penalty cost Ckt that depends on the total number kt of jobs in

the system at period t. At the end of period t, each player i pays a cost ci
kt

pσ tq that is the sum

of two components: the waiting cost, i.e., the time spent in the queue by each of i’s jobs, and the

penalty cost:

cikt
patq “ kitpL ´ aitq ` CktE rnumber of i’s jobs that are late at ts . (2.2)

Given an action profile at, all of player i’s jobs are assumed to have the same probability of

being late. As a consequence

E rnumber of i’s jobs that are late at ts “ kitp
ipatq, (2.3)

which implies

cikt
patq “ kitpL ´ aitq ` Cktk

i
tp

ipatq. (2.4)

A dynamic queueing model (DQM) is specified by a period length L, a number of players I and

a sequence of penalties pCktqtPN that depend on the total number kt of jobs in the system.

Given the spillover effect, it is natural to investigate the asymptotic behavior of the number of

jobs kt. In particular, if kt ą L, at period t there are more jobs than time units; therefore, at least
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one job is necessarily late. Some jobs can be late even if kt ď L. In the rest of the paper, we will

be interested in bounding the number of jobs in the system, under various players’ behaviors. More

formally, we let Ht :“ pS ˆ Aqt´1 ˆ S denote the set of histories of length t and H :“ Ytě1Ht the

set of finite histories.

Definition 1 (Strategy). A strategy is a function xi : H Ñ △pAq. When there is no risk of

ambiguity, we will let xit :“ xiphtq denote player i’s mixed action at period t.

Definition 2 (Stability of a strategy profile). A strategy profile x in a DQM is said to be stable if

the number of jobs kt is almost surely bounded, i.e.,

Px rDM,@t P N, kt ď M s “ 1.

The following assumption will be in place throughout the paper.

Assumption 3. The following inequality holds: L ě I.

Without Assumption 3, no strategy profile in a DQM could be stable, because at every period

at most L jobs leave the system, and I new jobs arrive.

We study the stability of two different families of strategy profiles. In the first case, agents are

myopically strategic, i.e., they focus on the situation at the current period and play in a strategic

way for that period, i.e., they play at every period a correlated equilibrium. We prove that the DQM

is stable under this strategy profile, provided the penalty costs Ckt are large enough (potentially

constant). In the second case, agents use no-regret strategies that depend on their number of jobs.

We provide sufficient conditions for the stability of these strategies in the DQM.

3 Myopic strategic players

In this section, players are assumed to be strategic and myopic. The myopic assumptions implies

that at period t players only consider the costs that they may pay at the current period without

taking into consideration the effect that their actions have on the future of the game. In other

words, players repeatedly play one-shot games with payoff functions pci
kt

qiPI .

We now introduce the definitions of myopic Nash equilibrium (NE) and myopic coarse correlated

equilibrium (CCE).

Definition 4 (Myopic NE). A strategy profile x : H Ñ △pAIq is called a myopic NE if, for any

history ht with current state kt, the mixed action xphtq is a Nash equilibrium of the one-shot game

with jobs kt “ pkitqiPI .

Definition 5 (Myopic CCE). A strategy distribution x : H Ñ △pAIq is called a myopic CCE if,

for any history ht with current state kt, the distribution xphtq is a coarse correlated equilibrium of

the one-shot static game with jobs kt “ pkitqiPI .
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When the number of jobs is lower than L, any player who plays 0 is sure not to pay the penalty

cost. Even in this case, there exist equilibria where some late jobs are late with positive probability.

Therefore, the number of jobs may not be constant throughout the play, as detailed in Section 3.1.

We now analyze the family of one-shot games parameterized by the number of jobs owned by

each player.

The rest of the section is organized as follows. We start by focusing on the one-shot game, first

when L ě kt, and then when L ă kt. We conclude by analyzing the global queue.

3.1 Equilibria in the one-shot game when L ě kt

We will show that, even when L ě kt, in equilibrium some jobs are late with positive probability.

We first prove that only the last kt actions are used in an equilibrium; hence, it is enough to

consider the case L “ k.

Lemma 6 (Dominated actions for L ą kt). If L ą kt, then for each player i, any action ait P

t0, . . . , L ´ kt ´ 1u is strictly dominated by action L ´ kt. Furthermore, for any (mixed) action

profile σ t,

ci
kt

pL ´ kt,σ
´i
t q “ kitkt. (3.1)

Eq. (3.1) shows that the cost kitkt that player i pays when playing action L ´ kt is independent

of the other players’ actions.

Proof of Lemma 6. If player i’s jobs join the queue at time ait, then they leave the queue no later

than time ait ` l, where l is the number of jobs that the queue at time ait or before. Since l ď kt,

player i’s jobs leave the queue no later than time ait ` kt, which is smaller or equal than L if ait is

smaller or equal than L ´ kt. So, the probability pipait,σ
´i
t q that a specific job of player i is late is

0 and player i’s cost is kitpL ´ aitq. In particular, the cost of choosing action L ´ kt is kitkt, which is

strictly smaller than the cost of any ait P t0, . . . , L ´ kt ´ 1u.

Lemma 6 implies that it is enough to consider the case L “ kt. In the rest of this section, all the

results will be proved under this hypothesis. The general case L ě kt can be obtained by renaming

the actions.

The next theorem shows that, in any equilibrium, players can be divided into two groups: players

in the first group choose the same mixed action and mix only on the two first non-dominated actions

L ´ kt and L ´ kt ` 1; players in the second group do not mix on L ´ kt and put strictly positive

weight on L ´ kt ` 1. The way they mix on the remaining non-dominated actions is not specified.

The symbol SCpσ tq denotes the social cost of a profile σ t, that is,

SCpσ tq :“
ÿ

iPI

cikt
pσ tq. (3.2)
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Theorem 7 (Structure of Nash equilibria). If L ě kt, Ckt ą k2t , and σ t is a Nash equilibrium,

then:

(i) for each player j and action a
j
t ă L ´ kt, we have σ

j
t pajt q “ 0;

(ii) there exists a player i such that

(a) σi
tpL ´ ktq ą 0,

(b) for all ait ą L ´ kt ` 1, we have σi
tpa

i
tq “ 0;

(iii) for every player j ‰ i, σ
j
t pL ´ kt ` 1q ą 0;

(iv) for every player j, if σj
t pL ´ ktq ą 0, then σ

j
t “ σi

t;

(v) k2t ´ kt ` 1 ď SCpσ tq ď k2t .

Proof. (i) The actions before L´ kt are not chosen. By Lemma 6, we know that all actions smaller

than L´kt are strictly dominated. The result follows from the fact that Nash equilibria do not mix

on dominated actions. In the rest of the proof, we will assume that L “ kt. As mentioned before,

if L ă kt, then the proof can be easily adapted by translation: action 0 becomes L ´ kt, 1 becomes

L ´ kt ` 1, etc.

(ii)(a) There exists a player i such that σi
tp0q ą 0. Assume ad absurdum that σj

t p0q “ 0 for each

player j. Then at least one job is late. This implies that

E rnumber of late jobss “
ÿ

jPI

k
j
t p

jpσ tq ě 1 (3.3)

and there exists i such that kitp
ipσ tq ě kit{kt. Then,

ci
kt

pσ tq ě kitCktp
ipσ tq ě Cktk

i
t{kt.

So if Ckt ą k2t , player i’s cost is strictly greater than kitkt, which is a contradiction. Therefore, one

player i mixes on 0 and ci
kt

pσ tq “ kitkt.

(iii) Every other player mixes on 1. If this is not the case, then σ
j
t p1q “ 0 for some j ‰ i. We

now prove that i can profitably deviate by playing the pure action 1. Assume that, indeed, i chooses

action 1. If j plays the pure action 0, then player i’s jobs joining the queue at 1 are not late because

the number of jobs joining the queue at 1 is smaller than kt “ L, so they are processed before the

end of the period. Else, if j does not play 0, then j’s action is not smaller than 2. Then the number

of jobs that join the queue at 0 or 1 is at most L ´ 1 and these jobs are processed before the end

of the period.

So, by deviating to 1, i’s jobs are not late and this leads to a cost ci
kt

p1,σ´i
t qq “ kitpkt ´ 1q.

Hence, the deviation is profitable and σ t cannot be an equilibrium.
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(iv) (First step) All players who mix on 0 mix on 1, and put the same the weight on action 1.

Suppose that at least two players mix on 0. We first prove that they mix on 1 too. Call these two

players i and j. Player i satisfies (ii)(a); therefore, by (iii), player j mixes on 1. Symmetrically,

player j satisfies (ii)(a); therefore, by (iii), player i mixes on 1. This shows that both players mix

on 1.

We now prove that they put the same weight on 1. A job sent by any of these players can be

late only if all jobs join the queue at time 1. Indeed, if at least one job joins the queue at 0, then

none of the jobs that join the queue at 1 can be late because there are L´1 units of time to process

them.

Therefore, a job departing at 1 is late only if all other jobs also depart at 1, i.e., all players play

action 1. If this happens, then the probability that a job is late is 1{kt. Therefore, the probability

that a job owned by player i is late, conditionally on the fact that i plays 1, is equal to

pip1,σ´i
t q “

P

”

aij “ 1 @j ‰ i
ı

kt
“

ś

j‰i σ
j
t p1q

kt
.

Furthermore, since in a Nash equilibrium player i is indifferent between 0 and 1, we have

cikt
p0,σ´i

t q “ kitkt “ cikt
p1,σ´i

t q “ kit

˜

kt ´ 1 `

ś

j‰i σ
j
t p1q

kt
Ckt

¸

. (3.4)

Thus, we have
ź

j‰i

σ
j
t p1qCkt “ kt. (3.5)

This applies to any j such that σ
j
t p0q ą 0. Hence σi

tp1q “ σ
j
t p1q.

(ii) (a) and (iv) (second step) Players who mix on 0 do not mix on any action strictly larger than

1. If player i mixes on an action ait ą 1, then one of i’s jobs is late whenever all other players play

1. This implies that the probability to be late playing action ait ą 1 is greater than the probability

that all other players play 1, so using (3.5) we get

cikt
pait,σ

´i
t q ě kit

#

kt ´ ai `
ź

j‰i

σ
j
t p1qCkt

+

“ kitkt ` kitpkt ´ aitq ą kitkt.

Since all players who mix on 0 only mix between 0 and 1 with the same weight on 1, they actually

play the same mixed action, which proves (iv).

(v) Social cost. First we prove that the social cost is smaller than k2t . If σ t is a Nash equilibrium,

then for every player j, we have

c
j
kt

pσ tq ď c
j
kt

p0,σ´j
t q “ kijkt. (3.6)
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Then, SCpσ tq ď
ř

jPI k
i
jkt “ k2t . We now prove that the social cost is greater than k2t ´ kt ` kit.

One player i mixes on 0 and incurs a cost equal to kitkt, and all other players j ‰ i mix on 1, so

their cost is at least kijpkt ´ 1q. Thus,

SCpσ tq ě pkt ´ kitqpkt ´ 1q ` kitkt “ k2t ´ kt ` 1.

Corollary 8. For any Nash equilibrium σ, there is positive probability that a job is late, that is

Ernumber of late jobss ą 0.

Proof. By Theorem 7 (ii) (a), we know that there exists a player i who mixes on L´kt with positive

probability. We consider two cases, based on this probability. If i plays with probability strictly

less than 1, then by Theorem 7 (iii) and Theorem 7 (iv) we know that all the players are playing

simultaneously in L ´ kt ` 1 with positive probability. Therefore, one of them is late.

Let us assume that i plays with probability 1 the action L´ kt. If two players mix on L´ kt, we

can apply Theorem 7 to each of them and therefore by (iii), both put positive weight on L´ kt ` 1.

So, i is the only player playing L ´ kt and by Theorem 7 (iv) every other player plays L ´ kt ` 1

with positive probability. Let j ‰ i and suppose that σj
t pL´kt `1q “ 1. Then, there exists another

j1 different from both i and j (because I ě 3). Player i plays L ´ kt, j plays L ´ kt ` 1, so j1 is not

late when it plays L´ kt ` 2. Therefore, j1 strictly prefers L´ kt ` 2 to L´ kt ` 1, so it cannot put

positive weight on L ´ kt ` 1, which is a contradiction.

3.2 Equilibria when L ă kt

We now study the game when the period length is smaller than the number of jobs, i.e., L ă kt.

Theorem 9 (coarse correlated equilibria). If kt ą L and Ckt ą k2tL, then there is a unique coarse

correlated equilibrium, which is actually a pure equilibrium where all players play 0.

To show that the support of any CCE is the singleton 0, we proceed by contradiction. We

assume the existence of a CCE whose support is not 0; we sum the cost of unilateral deviations to 0

for each player and show that the sum is negative. As a consequence, there is at least one deviation

cost which is negative, which shows that this player has a profitable deviation. The proof is not

“constructive” in the sense that the dissatisfied player is not designated outright.

Proof of Theorem 9. Let τ t be a CCE. We have

cikt
pτ tq “

ÿ

aPAI

τ tpaqcikt
paq “

ÿ

aPAI

τ tpaqkit
 

L ´ ai ` pipaqCkt

(

. (3.7)

Since τ t is a coarse correlated equilibrium, the cost that i obtains by a unilaterally deviating to 0
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is not smaller then the cost that i incurs under τ t, that is,

ÿ

aPAI

τ tpaqkit
 

L ` pip0,a´iqCkt

(

ě
ÿ

aPAI

τ tpaqkit
 

L ´ ai ` pipaqCkt

(

, (3.8)

which leads to
ÿ

aPAI

τ tpaqkittp
ip0,a´iqCkt ´ ai ` pipaqCktu ě 0. (3.9)

A player who was originally playing 0 is actually not deviating. Therefore, the term of the sum

that corresponds to players who play 0 are equal to zero. Therefore, in (3.9) we can sum over all

players who do not play 0 and get

ÿ

aPAIzt0u

τ tpaq

#

ÿ

iPI

kitpp
ip0,a´iq ´ pipaqqCkt ` kita

i

+

ě 0. (3.10)

A job that joins the queue after time 0, has a higher probability of being late:

pipaq ě pip0,a´iq (3.11)

The following claim refines the above statement.

Claim 10. Given an action profile a ‰ 0, if

aj “ max
iPI

paiq, (3.12)

then

pjpaq ě
1

Najkt
` pjp0, ajq, (3.13)

where

Naj :“
ÿ

iPI : ai“aj

kit (3.14)

is the number of jobs that join the queue at time aj .

Proof. First of all notice that in (3.12) we have aj ą 0. Call Maj the number of jobs that join the

queue at time aj and leave the system before the deadline L. Since L ď kt, some jobs are late; more

precisely, Naj ´ Maj jobs that join the queue at aj are late. Then

pjpaq “
Naj ´ Maj

Naj
. (3.15)

11



Moreover, pjp0,a´jq ď pkt ´ Lq{kt, so

pjpaq ´ pjp0,a´jq ě
Naj ´ Maj

Naj
´

kt ´ L

kt
“

´Majkt ` LNaj

Najkt
. (3.16)

However, the maximum number of jobs that can leave the system without being late is L.

Under the action profile a, kt ´ Naj jobs join the queue strictly before time aj . To finish the

proof, we consider several cases related to the value of kt ´ Naj :

• If 0 ă kt ´Naj ď L, no more than L´ pkt ´Naj q jobs joining the queue at time aj can arrive

on time, i.e., Maj ď L ´ pkt ´ Naj q. Using this inequality in (3.16), we obtain

pjpaq ´ pjp0,a´jq ě
´pL ´ kt ` Naj qkt ` LNaj

Najkt

“
L

kt
´

L ´ kt

Naj
´ 1

“ tL ´ ktu

"

1

kt
´

1

Naj

*

“ tkt ´ Lu
kt ´ Naj

ktNaj

ě
1

ktNaj
,

because in this case kt ´ Naj ě 1.

• If kt´Naj “ 0, then all the jobs join the queue at a time greater than 1; therefore Maj ď L´1.

Since in this case kt “ Naj , after some simplifications (3.16) becomes

pjpaq ´ pjp0,a´jq ě
´Maj ` L

kt
ě

´pL ´ 1q ` L

kt
“

1

kt
ě

1

ktNaj
. (3.17)

• if kt ´ Naj ą L, then no jobs can avoid being late and Maj “ 0. Therefore, (3.16) becomes

pipaq ´ pip0,a´iq ě
L

kt
ě

1

ktNaj
.

This concludes the proof of the claim.

Claim 11. For any a ‰ 0, we have

´
1

kt
ě
ÿ

iPI

kitpp
ip0,a´iq ´ pipaqq. (3.18)

Proof. We split the players into two groups: players whose jobs join the queue at time aj as defined

12



in (3.12) and the remaining ones. We have

ÿ

iPI

kitpp
ip0,a´iq ´ pipaqq “

ÿ

iPI : ai‰aj

kitpp
ip0,a´iq ´ pipaqq

`
ÿ

iPI : ai“aj

kippip0,a´iq ´ pipaqq.
(3.19)

The first term is nonpositive because of (3.11) and the second term is nonpositive because of (3.13),

leading to
ÿ

iPI

kitpp
ip0,a´iq ´ pipaqq ď ´

ÿ

iPI : ai“aj

kit
1

Najkt
. (3.20)

The inequality in (3.20) yields

ÿ

iPI

kitpp
ip0,a´iq ´ pipaqq ď ´

Naj

Najkt
“ ´

1

kt
,

which proves the claim.

The combination of Claim 11 and Eq. (3.10) yields

0 ď
ÿ

aPAI zt0u

τ tpaq

#

ÿ

iPI

kitpp
ip0,a´iq ´ pipaqqCkt ` kita

i

+

0 ď
ÿ

aPAI zt0u

τ tpaq

#

´
1

k
Ckt `

ÿ

iPI

kita
i

+

0 ď
ÿ

aPAI zt0u

τ tpaq

"

´
1

kt
Ckt ` Lkt

*

.

(3.21)

Under the assumptions of the theorem, Ckt ą k2L, so

´
1

kt
` Lkt ă 0. (3.22)

Therefore, (3.21) can hold only if τ tpaq “ 0 for all a P AIzt0u, which implies that the support of

τ t is 0.

3.3 Global queue

The following theorem is a consequence of the previous results.

Theorem 12 (Stability for Strategic Repetition). Consider a DQM with I ď L. If infk Ck ą

pL ` Iq2L, then any myopic CCE is stable.
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Corollary 13 (Stability for Strategic Repetition). Consider a DQM with I ď L. If infk Ck ą

pL ` Iq2L, then any myopic NE is stable.

Notice that in particular if the penalty cost is a constant C ą pL` Iq2L, then any myopic CCE

is stable. The corollary is an immediate consequence of the theorem since any Nash equilibrium is

also a coarse correlated equilibrium.

As will be clear in the proof of Theorem 12, the queue alternates between two possible regimes.

The first regime corresponds to the case kt ď L. In this regime, stage equilibria have a non-trivial

structure and in equilibrium some jobs may be late. As a consequence, the number kt of jobs in the

system may oscillate over time. When this number overcomes the level L, the system enters the

other regime, corresponding to kt ą L. In this regime the only stage equilibrium is the pure profile

0. Therefore, if I “ L, the number kt of jobs in the system stays constant; if I ă L, the number of

jobs decreases until the system goes back to the first regime.

Remark 14. If the penalty costs are small, there may exist a myopic NE that is not stable. For

example, if for all k P N, Ck ă 1, the cost of preempting the other players is too large compared

to the potential gain: playing at the last stage of the period is strictly dominating for each player.

The unique myopic NE is for every player to wait the last stage of the period and there are kt ´ 1

late jobs. Hence, kt is almost-surely unbounded.

Proof of Theorem 12. Assume that I ď L and for all k, Ck ą pL ` Iq2L. We show by induction

that for every t, k ď L ` I.

The results is true at period 1. We now show that it is true at every period. From period t to

period t` 1, we need to consider two cases. If kt ď L, then kt`1 ď L` I because at the next period

I new jobs arrive and at most kt are late. If L ă kt ď L ` I, then

Ckt ą pL ` Iq2L ě k2tL. (3.23)

By Theorem 9 there is a unique stage CCE, where all players play 0. This implies that at

least L jobs leave the system. Since I ď L and there are I new jobs in the next period, we have

kt`1 ď kt ď L ` I.

4 Learning players

In this section we study a model where every player independently uses a no-regret strategy. The

no-regret property, originally introduced by Hannan (1957), is a property of multiple algorithms

used in online reinforcement learning (see, e.g., Perchet, 2014). It specifies that in hindsight, the

actions taken by a player are at least (asymptotically) as good as any constant action. Formally,

in the one-player case, given a sequence of cost functions lt indexed by time t and a sequence of

14



actions ait, player i’s regret is defined as

Ri
t “ max

biPA

t
ÿ

u“1

lupbiq ´ lupaiuq. (4.1)

A strategy satisfies the no-regret property if Ri
t “ optq. Well-known no-regret strategies in-

clude regret-matching Hart and Mas-Colell (2013), stochastic fictitious play Fudenberg and Levine

(1998), and the exponential weight algorithm (EWA) Littlestone and Warmuth (1994); Cesa-Bianchi and Lugosi

(2006), which we study below.

Exponential Weight Algorithm In the following, we use the exponential weight algorithm

(EWA), which is known to have no-regret guarantees when the payoff is bounded. Unfortunately,

boundedness is not satisfied here, as the number of jobs in the system could grow to infinity, re-

sulting in an unbounded penalty. For this reason, we need to study the efficiency of the algorithm

more closely.

In the context of repeated games, weights are classically defined as follows:

wi
tpb

iq “ exp

˜

t´1
ÿ

u“1

´ηcipbi,a´i
u q

¸

, (4.2)

where η is a positive constant. Eq. (4.2) can be rewritten in a recursive fashion as

wi
t`1pbiq “ wi

tpb
iq exp

`

´ηcipbi,a´i
t q

˘

. (4.3)

Then, the EWA strategy specifies that action bi is chosen at time t with probability

xitpb
iq “

wi
tpb

iq
ř

aiPAwi
tpa

iq
. (4.4)

Multi-level EWA (MLEWA) EWA is not designed to handle a changing environment. Here,

the number of jobs held by every player changes with time. Therefore, there we need to specify how

such information is used. We design a new protocol called MLEWA where each player uses several

copies of EWA. This protocol is indexed by a parameter n, which we call a level. When the number

of jobs that player i owns reaches a new level for the first time, this player starts a new EWA where

the weights are initialized as a function of the past. When the number of jobs of player i equals a

level that has already been visited, this player follows the recommendation given by EWA for this

level and updates the weights following EWA. Notice that at any given period t different players

may use an EWA at different levels.

Let τ in be the first time player i has n jobs, with the convention that τ in “ `8 if player i never

has n jobs. Player i’s weights wi
t,npbiq are now parameterized by two parameters: the period t and
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ALGORITHM 1: multi-level EWA (MLEWA)

@bi P A, initialize wi
1
pbiq ;

@i P I, ki Ð 1 ; // level 1

for each step t ě 1 do

for each player i do

select an action ai
t

„ xi

ki ; // proportional to wi

ki

end

for each player i do

@bi P A,wi

ki pbiq Ð wi

ki pbiq expp´ηci
kt

pbi,a´i

t
qq ; // number of late jobs + 1

ki Ð k̃i ` 1;
if wi

ki is not defined then

@bi P A, initialize wi

ki pbiq ; // level ki

end

end

end

the level n. The algorithm at level n is defined for all t ě τ in by induction. We start by describing

the induction step, which is given by

wi
t`1,npbiq “

$

&

%

wi
t,npbiq exp

`

´ηci
kt

pbi,a´i
t q

˘

if kit “ n,

wi
t,npbiq otherwise.

(4.5)

Eq. (4.5) implies that wi
t,npbiq is updated if and only if kit “ n.

We now describe the initialization. At τ in, we start a new EWA protocol and define initial

weights

wi
τ in,n

:“ wi
τ in,k

i

τin´1

,

that is, weights of a newly encountered state are defined as equal to the weights of the previously

visited level.

Algorithm 1 summarizes all the steps of our procedure. Its variables are not indexed by t as

there are a fixed number of variables and the algorithm does not access the whole history. Instead,

it computes the new values at each step and updates the corresponding variables.

MLEWA is based on a no-regret algorithm adapted to changing states. Eq. (4.1) does not deal

with changing states. This is a limitation well identified by Gaitonde and Tardos, where regret is

computed assuming the state path is unchanged by a change of action. The situation becomes much

more complicated when states change endogenously. What we can say about our algorithm is that

it has the no-regret property state-by-state.

We can now state our main result about the stability of the system when players learn.

Theorem 15 (Stability of joint no-regret strategies in the subcritical case). If I ă L and Ck ą 4kL

for all kt, then strategy profiles where all players use MLEWA are stable.
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Several lemmas are needed to prove Theorem 15. First, we show that (in a static context) action

0 strictly dominates any other actions for a player who holds a large enough number of jobs. The

implication of this dominance in our dynamic model is that that the weight on action 0 converges

towards 1 when enough jobs are held by a player. Finally, we expose some results on reinforced

random walks.

4.1 Domination by action 0

The following lemma shows that in the static case action 0 is strictly dominant for a player i who

has enough jobs.

Lemma 16 (Strict Domination by 0 when kit ą 2L2 in the static model). If kit ą 2L2, Ckt ą 4ktL,

and a is an action profile such that ai ‰ 0, then ci
kt

p0,a´iq ă ci
kt

paq ´ kit.

Proof. Let a be a pure action profile such that ai ‰ 0. Call

k´i
t p0q “

ÿ

j‰i

kij1aj“0 (4.6)

the number of jobs that join the queue at 0 excluding player’s i jobs.

Then:

ci
kt

p0,a´iq “ kit

"

L `
kit ` k´i

t p0q ´ L

kit ` k´i
t p0q

Ckt

*

“ kit

"

L `

"

1 ´
L

kit ` k´i
t p0q

*

Ckt

*

.

For each job, i incurs the waiting cost L and an additional cost due to the probability of being

late. At period 0, kit ` k´i
t p0q ą L jobs join the queue; therefore some jobs will surely be late.

Moreover, the probability that a job does not incur the penalty is equal to the probability that this

job joins the queue among the first L jobs, which happens with probability L{pkit ` k´i
t p0qq.

• If k´i
t p0q ě L, then under the profile a the queue is full from stage 0 and the jobs sent by i

are all late, i.e., ci
kt

paq “ kitpL ´ aiq ` kitCkt . Then

cikt
p0,a´iq ´ cikt

paq “ ´
kitL

kit ` k´i
t p0q

Ckt ` kita
i.

The assumption on Ckt implies that Ckt ą ktpL ` 1q{L, so:

ci
kt

p0,a´iq ´ ci
kt

paq ď ´
kit

kit ` k´i
t p0q

ktpL ` 1q ` kita
i.

Since, by definition, kt ě kit ` k´i
t p0q, it follows that:

cikt
p0,a´iq ´ cikt

paq ď ´kitpL ` 1q ` kita
i ď kitpa

i ´ Lq ´ kit ď ´kit.
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• Consider now the case k´i
0 ă L. Player i pays the waiting cost L ´ ai for each job; at most

L ´ ai of player i’s jobs can leave the system without being late. Consequently the following

bound holds:

cikt
paq ě kitpL ´ aiq ` pkit ´ L ` aiqCkt .

Then

cikt
p0,a´iq ´ cikt

paq “ kitL ` kitCkt ´
Lkit

kit ` k´i
t p0q

Ckt

´ kitL ` kita
i ´ pkit ´ L ` aiqCkt ,

ď ´
kitL

kit ` k´i
t p0q

Ckt ` kita
i ` LCkt ´ aiCkt ,

“

ˆ

k´i
t p0qL

kit ` k´i
t p0q

´ ai
˙

Ckt ` kita
i.

(4.7)

Since kit ą 2L2, it follows that kit ` k´i
t p0q ě 2L2, so

k´i
t p0qL

kit ` k´i
t p0q

ď
L2

2L2
ă

1

2
.

Hence,

cikt
p0,a´iq ´ cikt

paq ď

ˆ

1

2
´ ai

˙

Ckt ` kiai ă ´
Ckt

2
` kitL,

because 1 ď ai ď L.

The assumption that Ckt ą 4kL implies

cikt
p0,a´iq ´ cikt

paq ă ´2ktL ` kitL ă ´ktL ă ´kt ă ´kit.

4.2 Action 0 is increasingly preferred when the number of jobs grows

We now use Lemma 16 to show that, when the number of jobs in the system is high enough, for

strategies xit,n defined as in Eq. (4.4), the weight wi
t,np0q of action 0 increases faster than the other

weights. Since xit,n is proportional to this weight, players are more and more prone to play action

0 when the state is visited again.

Call λt,n the number of times that the level of player i is n, up to time t ´ 1:

λt,n “ #
 

kiu “ n | u P t0, . . . , t ´ 1u
(

. (4.8)

We have
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Lemma 17 (Preference for 0). If n ą 2L2 and Ckt ą 4kL, then for all t ě τ in,

xit,np0q ě
xi
τ in,n

p0q

xi
τ in,n

p0q `
´

1 ´ xi
τ in,n

p0q
¯

exp
`

´ηnλt,n

˘

.

Proof. We first prove by induction on t that for every bi ‰ 0, we get:

wi
t,npbiq

wi
τ in,n

pbiq
ď exp

`

´ηnλt,n

˘ wi
t,np0q

wi
τ in,n

p0q
, (4.9)

If t “ τ in then by definition player i never had n jobs before and λt,n “ 0.

It follows that both sides are equal to 1 and the result is true.

We now show that, if the result holds for t ´ 1, then it holds for t. There are two cases.

If kit´1 ‰ n, then all weights are equal at stage t and t ´ 1, i.e. wi
t,npbiq “ wi

t´1,npbiq for all

action bi. Moreover λt,n “ λt´1,n, so the inequality is the same at t and t ´ 1 and therefore true. If

kit´1 “ n, then λt,n “ λt´1,n ` 1. By the recurrence hypothesis, we know that

wi
t´1,npbiq

wi
τ in,n

pbiq
ď exp

`

´ηnλt´1,n

˘ wi
t´1,np0q

wi
τ in,n

p0q
. (4.10)

Using Lemma 16 and Eq. (4.5), for bi ‰ 0, we get

wi
t,npbiq

wi
t´1,npbiq

“ exp
`

´ηcikpbi,a´i
t´1q

˘

(4.11)

ď exp p´ηnq exp
`

´ηcikp0,a´i
t´1q

˘

, (4.12)

“ expp´ηnq
wi
t,np0q

wi
t´1,np0q

, (4.13)

Multiplying Eqs. (4.10) and (4.13), we obtain the result for t.

Fix now t. Eq. (4.9) implies that

wi
t,npbiq ď exp

`

´ηnλt,n

˘ wi
t,np0q

wi
τ in,n

p0q
wi
τ in,n

pbiq.

Therefore,
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xit,np0q “
wi
t,np0q

ř

biPA wi
t,npbiq

“
wi
t,np0q

wi
t,np0q `

ř

bi‰0w
i
t,npbiq

ě
wi
t,np0q

wi
t,np0q `

ř

bi‰0 exp
`

´ηnλt,n

˘ wi
t,np0q

wi

τin,n
p0q

wi
τ in,n

pbiq

“
wi
τ in,n

p0q

wi
τ in,n

p0q `
ř

bi‰0 exp
`

´ηnλt,n

˘

wi
τ in,n

pbiq

“
xi
τ in,n

p0q

xi
τ in,n

p0q `
ř

bi‰0 exp
`

´ηnλt,n

˘

xi
τ in,n

pbiq

“
xi
τ in,n

p0q

xi
τ in,n

p0q `
´

1 ´ xi
τ in,n

p0q
¯

exp
`

´ηnλt,n

˘

,

which proves the lemma.

Lemma 18. There exists Bi ą 0 such that

xiτ in,n
p0q ě

1

1 ` Bi expp´ηnq
. (4.14)

Proof. Let i P I. We can define

Zi :“ max
nď2L2 s.t. τ ină`8

1

xi
τ in,n

p0q
´ 1.

For n “ 1, we initialize the algorithm uniformly so every action has initially a strictly positive

weight. By definition of EWA, if an action has a strictly positive weight during the initialization

then it is always played with strictly positive probability. When reaching the level n “ 2, the

initialization is done by copying the current distribution of the algorithm of level n “ 1, hence each

action has a strictly positive weight too. Induction proves that at every stage and for every level,

the probability to play every action is strictly positive—and strictly lower than 1. It follows that

Zi is strictly positive as the minimum of finitely many strictly positive numbers.

By definition, for every n ď 2L2 such that τ in ă `8, one has

xiτ in,n
ě

1

1 ` Zi
ě

1

1 ` Zi exppη2L2q expp´ηnq
,

so let Bi :“ Zi exppη2L2q.

We now prove that this is true also for n ą 2L2. The proof is by induction. Assume that it is
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true for n ě 2L2 and consider n ` 1 such that τ in`1 ă `8. Since the increment in the number of

jobs is at most one, this implies that τ in ă `8.

By Lemma 17, for all t ą τ in, the weight on 0 satisfies

xit,np0q ě
xi
τ in,n

p0q

xi
τ in,n

p0q `
´

1 ´ xi
τ in,n

p0q
¯

exp
`

´ηnλt,n

˘

“
1

1 `

ˆ

1

xi

τin,n
p0q

´ 1

˙

exp
`

´ηnλt,n

˘

ě
1

1 ` p1 ` Bi expp´ηnq ´ 1q exp
`

´ηnλt,n

˘ (4.15)

ě
1

1 ` Bi exp
`

´ηnp1 ` λt,nq
˘

ě
1

1 ` Bi exp p´ηpn ` 1qq
(4.16)

where Eq. (4.15) follows from the recurrence hypothesis and Eq. (4.16) is implied by t ą τ in, so

λt,n ě 1.

The initial weight when reaching n ` 1 for the first time is equal to the current weight for n

packages, it follows that

xi
τ in`1

,n`1
p0q “ xi

τ in`1
,n

p0q ě
1

1 ` Bi expp´ηpn ` 1qq
. (4.17)

This proves the result for n ` 1. Hence, it concludes the induction and proves the lemma.

4.3 Reinforced Random Walks

Lemma 17 shows that every time the process reaches a given level, there is a reinforcement on the

probability to play the action profile where every player plays 0. The next step is to understand

how this reinforcement influences the system dynamic. In order to do so, we prove some results on

reinforced random walks. We follow the presentation of (Menshikov et al., 2017, p. 47) of nearest

neighbor one-dimension random walk. They study random walks that are non-homogeneous in

space but homogeneous in time. The difference is that we suppose there is a reinforcement factor

in the drift, resulting in a random walk that is non-homogeneous in time and space, but bounded.

Furthermore, we suppose that there is more heterogeneity in the weight of our random walk, in the

sense that precise probabilities of going up or down are highly dependent of the past but nevertheless

bounded.

The proof of Theorem 15 requires the following lemma, whose proof can be found in Appendix B.
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Lemma 19 (Reinforced Random Walk). Let M ą 0 and pXt, Zt, t ě 0q a sequence of random vari-

ables in N such that Xt{d ď Zt ď Xt with d ą 1, |Xt`1 ´ Xt| ď M and Ft “ σpX0, Z0, . . . , Zt,Xtq.

Suppose that there exists a function r : N2 Ñ R
`, reals z0 and A ą 0 such that:

• for all t ě 0 and Zt ě z0, P rXt`1 ą Xt | Fts ď rpZt, λt,Zt
q almost surely, where λt,z is the

number of occurrences of the Zt “ z event for t1 ď t,

• for z ě z0,
ř

m rpz,mq ă A
z

Then Xt is almost surely bounded.

Proof of Theorem 15. Let Xt :“ Ikt and Zt :“ maxjPI

´

Ik
j
t ` j

¯

be random variables that are

an encoding of kt, k
j
t , j where j maximizes k

j
t and is maximal among the maximizers. Indeed,

kt “ Xt{I, k
j
t “ rZt{Is and j “ Zt mod I.

By definition,

Zt “ max
jPI

´

Ik
j
t ` j

¯

ď max
jPI

pIpkt ´ 1q ` jq ď Ikt “ Xt. (4.18)

Moreover,

Zt ě max
jPI

Ik
j
t ě Imax

jPI
k
j
t ě I

kt

I
“

Xt

I
. (4.19)

Let z0 “ 2IL2. Suppose Zt ě z0 and let j such that Zt “ Ik
j
t ` j. In the following, we write kj

for k
j
t and τ j for τ

j

kj
. Then the probability that j plays 0 is x

j

t,kj
p0q which by Lemma 17 satisfies

x
j

t,kj
p0q ě

x
j

τ j ,kj
p0q

x
j

τ j ,kj
p0q `

´

1 ´ x
j

τ j ,kj
p0q

¯

exp
´

´ηkjλ
kj ,t

¯ (4.20)

“
1

1 `

˜

1

x
j

τj,kj
p0q

´ 1

¸

exp
´

´ηkjλ
kj ,t

¯

. (4.21)

Moreover, by Lemma 18, there exists B ą 0 such that x
j

τ j ,kj
p0q ě 1

1`B expp´ηkjq
, hence from

Eq. (4.21)

x
j

t,kj
p0q ě

1

1 ` B expp´ηkjq expp´ηkjλ
kj ,t

q
. (4.22)

At each period, there are I new jobs. By Assumption 3, there are less than L new jobs. Since

j has more than rz0{Is “ 2L2 jobs, when j plays 0, we know that at least L jobs are not late.

Therefore, the number of jobs at the next period has to be smaller or equal compared to the current

period. Hence,

P rXt`1 ą Xt | Fts ď 1 ´ x
j

t,kj
p0q ď

B expp´ηkjq expp´ηkjλ
kj ,t

q

1 ` B expp´ηkjq expp´ηkjλ
kj ,t

q
(4.23)
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using Eq. (4.22).

This suggests the following definition,

rpZt, λZt,tq :“ B expp´ηrZt{Isq expp´ηrZt{IsλZt,tq (4.24)

which is equal to

B expp´ηkjq expp´ηkjλZt,tq,

because j “ Zt mod I, kj “ rZt{Is and consequently, λZt,t
(the number of times Zt was equal to

the current value) is lower than λ
kj ,t

(the number of times that j had the current number of jobs).

Therefore,

expp´ηkjλkj ,tq ď expp´ηkjλZt,tq. (4.25)

Using previous equations,

P rXt`1 ą Xt | Fts ď B expp´ηkjq expp´ηkjλkj ,tq (4.26)

ď B expp´ηkjq expp´ηkjλZt,t
q (4.27)

ď rpZt, λZt,tq (4.28)

where 4.26 comes from Eq. (4.23), 4.27 from Eq. (4.25) and 4.28 from Eq. (4.24).

For all z ě z0, the sum on m of rpz,mq is

B expp´ηrz{Isq
1

1 ´ expp´ηrz{Isq
,

so it is bounded by A{z for some A ą 0 and Lemma 19 applies, so we proved the theorem.

5 Conclusions

We have studied a repeated strategic queueing model with spillover from one period to another. We

have focused on the stability of the system when players play learning strategies. Several problems

remain open in this model.

Multi-Level regret We have used a multi-level EWA. Although MLEWA is based on a no-regret

algorithm, to prove that it is itself a no-regret algorithm, we would need an appropriate definition

of regret in the context of endogenously changing states. Proving the no-regret property of MLEWA

with a suitable definition of regret and using it to prove the system stability would be an interesting

generalization. Another promising research direction is the definition of other multi-level algorithms

based on different no-regret algorithms. In particular, it would be important to see which stability

properties depend on the specific algorithm used and which other properties are general and hold
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for every no-regret algorithm.

Model Several extensions of the model are conceivable. For instance, a model with more than

one server could be studied. In that case the strategy of each player would have two components:

the chosen server and the chosen time at which jobs join the chosen server’s queue. An apparently

simple, but non-trivial generalization would involve the consideration of lower penalty costs.

Importance of the value of Ck Several results of our paper are based on the value of the penalty

Ck . If it is large enough, then the system is stable. We conjecture that a large but constant penalty

is not sufficient for the stability in the learning context; i.e., the penalty must depend on the number

of jobs in the system, otherwise the number of jobs could be unbounded with a positive probability.

This contrasts with the myopic strategic case, where a constant penalty cost guarantees stability, if

it is large enough.

Acknowledgments

Marco Scarsini and Xavier Venel are members of GNAMPA-INdAM. Part of this work was carried

out when Lucas Baudin was visiting Luiss University. This research project received partial sup-

port from the Italian MIUR PRIN 2017 Project ALGADIMAR “Algorithms, Games, and Digital

Markets.” Lucas Baudin ackowleddes the financial support by COST action GAMENET CA16228.

Xavier Venel acknowledges the financial support by the National Agency for Research, Project

CIGNE (ANR-15-CE38-0007-01).

References

Anagnostides, I., Panageas, I., Farina, G., and Sandholm, T. (2023). On the convergence of no-regret

learning dynamics in time-varying games. Technical report, arXiv:2301.11241.

Besbes, O., Gur, Y., and Zeevi, A. (2015). Non-stationary stochastic optimization. Oper. Res.,

63(5):1227–1244.

Besbes, O., Gur, Y., and Zeevi, A. (2019). Optimal exploration-exploitation in a multi-armed bandit

problem with non-stationary rewards. Stoch. Syst., 9(4):319–337.

Cardoso, A. R., Abernethy, J., Wang, H., and Xu, H. (2019). Competing against Nash equilibria

in adversarially changing zero-sum games. In Chaudhuri, K. and Salakhutdinov, R., editors,

Proceedings of the 36th International Conference on Machine Learning, volume 97 of Proceedings

of Machine Learning Research, pages 921–930. PMLR.

Cesa-Bianchi, N. and Lugosi, G. (2006). Prediction, Learning, and Games. Cambridge University

Press, Cambridge, UK.

24



Crippa, L., Gur, Y., and Light, B. (2022). Regret minimization with dynamic benchmarks in

repeated games. Technical report, arXiv:2212.03152.

Duvocelle, B., Mertikopoulos, P., Staudigl, M., and Vermeulen, D. (2022). Multiagent online learn-

ing in time-varying games. Math. Oper. Res., forthcoming.

Fudenberg, D. and Levine, D. K. (1998). The Theory of Learning in Games. MIT Press, Cambridge,

MA.

Gaitonde, J. and Tardos, E. (2020). Stability and learning in strategic queuing systems. In Proceed-

ings of the 21st ACM Conference on Economics and Computation, EC ’20, page 319–347, New

York, NY, USA. Association for Computing Machinery.

Gaitonde, J. and Tardos, E. (2021). Virtues of patience in strategic queuing systems. In Proceedings

of the 22nd ACM Conference on Economics and Computation, EC ’21, page 520–540, New York,

NY, USA. Association for Computing Machinery.

Glazer, A. and Hassin, R. (1983). ?{M{1: on the equilibrium distribution of customer arrivals.

European J. Oper. Res., 13(2):146–150.

Hannan, J. (1957). Approximation to Bayes risk in repeated play. In Contributions to the Theory of

Games, Vol. 3, Annals of Mathematics Studies, no. 39, pages 97–139. Princeton University Press,

Princeton, N.J.

Hart, S. and Mas-Colell, A. (2013). Simple Adaptive Strategies. From Regret-Matching to Uncoupled

Dynamics. World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ.

Hassin, R. (1985). On the optimality of first come last served queues. Econometrica, 53(1):201–202.

Hassin, R. (2016). Rational Queueing. CRC Press, Boca Raton, FL.

Hassin, R. and Haviv, M. (2003). To Queue or Not to Queue: Equilibrium Behavior in Queueing

Systems. Kluwer Academic Publishers, Boston, MA.

Haviv, M. and Ravner, L. (2021). A survey of queueing systems with strategic timing of arrivals.

Queueing Syst., 99(1-2):163–198.

Kawasaki, R., Konishi, H., and Yukawa, J. (2023). Equilibria in bottleneck games. Internat. J.

Game Theory, forthcoming.

Littlestone, N. and Warmuth, M. K. (1994). The weighted majority algorithm. Inform. and Comput.,

108(2):212–261.

Menshikov, M., Popov, S., and Wade, A. (2017). Non-Homogeneous Random Walks. Cambridge

University Press, Cambridge, UK.

25



Mertikopoulos, P. and Staudigl, M. (2021). Equilibrium tracking and convergence in dynamic games.

In 2021 60th IEEE Conference on Decision and Control (CDC), pages 930–935.

Naor, P. (1969). The regulation of queue size by levying tolls. Econometrica, 37(1):15–24.

Pemantle, R. (2007). A survey of random processes with reinforcement. Probab. Surv., 4:1–79.

Perchet, V. (2014). Approachability, regret and calibration: implications and equivalences. J. Dyn.

Games, 1(2):181–254.

Rivera, T., Scarsini, M., and Tomala, T. (2018). Efficiency of correlation in a bottleneck game.

Technical report, SSRN3219767.

Sentenac, F., Boursier, E., and Perchet, V. (2021). Decentralized learning in online queuing systems.

Advances in Neural Information Processing Systems, 34:18501–18512.

Vickrey, W. S. (1969). Congestion theory and transport investment. Amer. Econ. Rev., 59(2):251–

260.

Zhang, M., Zhao, P., Luo, H., and Zhou, Z.-H. (2022). No-regret learning in time-varying zero-sum

games. In Chaudhuri, K., Jegelka, S., Song, L., Szepesvari, C., Niu, G., and Sabato, S., editors,

Proceedings of the 39th International Conference on Machine Learning, volume 162 of Proceedings

of Machine Learning Research, pages 26772–26808. PMLR.

A Symbols and acronyms

Symbols

a, b Typical pure action profiles, with ai, bi the actions played by i. 5

ait In a repeated setting, action played by i at time t. 5

C, Ckt Penalty incurred by a job that arrives after the end of a period. 5

η Smoothness of weights updating in EWA. 15

ht History: state-action profile pairs of previous periods. 6

L Length of each period. 5

λt,n Number of times between 1 and t that kit is equal to n. 18
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S State of the system, so the number of jobs that every player holds. 5

σ Typical mixed action profiles, with σi the mixed action played by i and σipaiq the probability

for i to play ai. 7

SCpσ tq Social cost of action profile σ , that is
ř

iPI c
ipσq. 7

τ in First time that player i has n jobs to dispatch. 15

wi
tpb

iq Weight of action bi of player i in the EWA at time t. 15

wi
t,npbiq Weight of action bi of player i in level n in the MLEWA at time t. 16

xi Strategy of player i in a repeated context, i.e., a function H Ñ △pAq. 6

xit Strategy of player i at time t, i.e., xiphtq. 6

Acronyms

FIFO first-in first-out

LIFO last-in first-out

CCE coarse correlated equilibrium

DQM dynamic queueing model

EWA exponential weight algorithm

MLEWA multi-level EWA

NE Nash equilibrium

B Proof of the reinforced random walk lemma

Proof of Lemma 19. The following proof is inspired by Pemantle (2007).

We first prove that the probability that suptPN Xt P rx ´ M,xs for all x such that x ě x0 ` M ,

conditionally on the fact that rx ´ M,xs is reached, is lower bounded by something strictly greater

than 0 and that does not depend on x. As we will show, this implies that almost surely there exists

x such that suptPN Xt “ x.

Denote the event that rx´M,xs is reached by Xt by Apxq. We now show that for all x ě x0`M :

P

„

sup
tPN

Xt P rx ´ M,xs | Apxq



ě
ź

zPrx´M
d

,xs

ź

mPN

p1 ´ rpz,mqq (B.1)
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To prove this result, we fix x P N such that x ą dz0 ` M and we introduce an extended random

process. Define the new state space Ω “ N
2 ˆ N ˆ N

x ˆ t0, 1u. The interpretation of the a state

px, z, n0, ..., nx, iq is the following:

• the current state is px, zq,

• the path of Zt has gone nr times through the state r,

• i is equal to 1 if and only if Xt went up from a state between x and x ´ M .

Formally, let pX,Y,N0, ..., Nx, Iqtě1 be the random process on Ω. The first coordinate is equal to Xt

whereas all other coordinates are deduced from it. By construction, we know that Xt has a maximal

increment of M , hence in order for the supremum to be strictly greater than x, it is necessary for

a positive jump from a state between x ´ M and x, hence

tsup
tPN

Xt ą xu Ă tDt ě 1, It “ 0u.

It follows that

P

„

sup
tPN

Xt P rx ´ M,xs | Apxq



ě P r@t ě 1, It “ 0 | Apxqs .

Moreover,

P r@t ě 1, It “ 0 | Apxqs ě
ź

zPrx´M
d

,xs

ź

mPN

p1 ´ rpz,mqq.

Indeed, by construction of the auxiliary random process, we know that:

• for every r P t0, ...,Mu, Nr is only increasing,

• conditionally on Zt “ z ě x´M
d

, Nz “ n and the past, the probability for i to stay equal to 0

is at least p1 ´ rpz, nqq,

• conditionally on z ă x´M
d

, the probability for i to stay equal to 0 is 1.

It follows that

P

„

sup
tPN

Xt P rx ´ M,xs | Apxq



ě P r@t ě 1, It “ 0 | Apxqs (B.2)

ě
ź

zPrx´M
d

,xs

ź

mPN

p1 ´ rpz,mqq. (B.3)
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Then, the logarithm of the right hand side is

ÿ

zPrx´M
d

,xs

ÿ

mPN

logp1 ´ rpz,mqq “
ÿ

zPrx´M
d

,xs

ÿ

mPN

´ logp1 `
rpz,mq

1 ´ rpz,mq
q

ě
ÿ

zPrx´M
d

,xs

ÿ

mPN

´
rpz,mq

1 ´ rpz,mq

ě
ÿ

zPrx´M
d

,xs

ÿ

mPN

´
rpz,mq

1 ´ ρ

“
ÿ

zPrx´M
d

,xs

´
A

zp1 ´ ρq

ě ´
A

1 ´ ρ

ÿ

zPrx´M
d

,xs

d

x ´ M

“ ´
A

1 ´ ρ

ˆ

x ´
x ´ M

d
` 1

˙

d

x ´ M

“ ´
A

1 ´ ρ

pd ´ 1qx ` M ` d

x ´ M
ě ´B ą 0,

where B ą 0 is a positive constant which does not depend on x.

It follows that

P

„

sup
tPN

Xt P rx ´ M,xs | Apxq



ě exp p´Bq ą 0. (B.4)

The probability that the upper bound of Xt belongs to rx ´ M,xs is therefore lower bounded

by a constant independent of x conditionally on the fact that this interval is reached.

P

„

sup
t

Xt ă 8



“
ÿ

kě1

P

„

sup
t

Xt P rpk ´ 1qM,kM s



ě
ÿ

kěr
x0
M

s`1

P

„

sup
t

Xt P rpk ´ 1qM,kM s | ApkMq



P rApkMqs .

However, if Xt is unbounded, then ApkMq happens, so P rApkMqs ě P rsuptXt “ `8s. Therefore,

using (B.4):

P

„

sup
t

Xt ă 8



ě
ÿ

kěr
x0
M

s

exp p´BqP

„

sup
t

Xt “ `8



.

The right hand side is equal to 8 if P rsuptXt “ `8s ą 0, so necessarily P rsuptXt “ `8s “ 0.
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