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Abstract

In this paper we present a general framework for the comparison of intervals when pref-
erence relations have to established. The use of intervals in order to take into account im-
precision and/or uncertainty in handling preferences is well known in the literature, but a
general theory on how such models behave is lacking. In the paper we generalise the con-
cept of interval (allowing the presence of more than two points). We then introduce the
structure of the framework based on the concept of relative position and component set.
We provide an exhaustive study of 2-point and 3-point intervals comparison and show the
way to generalise such results to n-points intervals.
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1 Introduction

Dealing with preferences is an important issue in many fieldsincluding Computer
Science and Artificial Intelligence (see [6], [8], [12]). Ingeneral, preferences are
represented by binary relations defined on a setA (finite or infinite) of alterna-
tives to be compared or evaluated. The classical theory of preference modelling
considers two relations, strict preferenceP and indifferenceI (for a more general
presentation on preference modelling see [21], [24]). Sucha representation admits
the existence of a complete preference structure,i.e. the decision maker is supposed
to be able to compare any pair alternatives (for all objecta andb in A, aPb or bPa

or aIb holds). Other types of preference structures have been studied in the liter-
ature, either partial ones [9], [10], [32] and/or admittingmore relations [7], [23],
[25], [36], [31], [33], [34].

In this paper we focus on complete preference structures defined on a finite set
A admitting two binary relationsP andI. P is assumed to be an asymmetric re-
lation andI is defined as the symmetric complement ofP . The union ofP and
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I is denoted byR (by constructionR is complete and reflexive and the relation
P ∩ I is empty) and the affirmationaRb holds if and only if “a is at least as good
asb”. Among others, completeness is a crucial property in orderto obtain a nu-
merical representation of the preference structure. In fact, exploiting preferences
requires naturally a model and a majority of existing modelsare quantitative ones,
the quantification of preferences rendering easier the search for optimal or near-
optimal decisions. In this perspective, a number of contributions in decision theory
are based on the representational theory of measurement, formalized by Scott and
Suppes ([26]) and presented in details in the three-volume set by Krantz et al. [14],
Suppes et al. [29] and Luce et al. [16]. Generally speaking representation theorems
represent a crucial aspect in handling preferences. Consider a recommender system
trying to understand the preference structure of a user through a number of prefer-
ential statements. If the user claims thata is indifferent tob and this indifferent toc,
buta is better thanc, then we know that we need to use a numerical representation
using intervals instead of single numbers in order to handlesuch preferences. On
the other hand consider an agent who is trying to compare objects whose values (on
some attribute) are expressed imprecisely:a is between 10 and 12,b is between 11
and 14,c is between 13 and 15. How do we compare such objects? There arepref-
erence structures (in this case interval orders) who allow to establish a preference
amonga, b andc.

Linear orders and weak orders are well known complete structures. A linear order
consists of an arrangement of objects from the best one to theworst one without
any ex aequo while a weak order defines the indifference relation as an equivalence
relation (reflexive, symmetric and transitive). A weak order is indeed a total or-
der of the equivalence (indifference) classes ofA. Such preference structures have
a limited representation capacity. In particular, a well known problem with linear
orders or weak orders is that the associated indifference relation is necessarily tran-
sitive and such a property may be violated in the presence of thresholds as in the
famous example given by Luce [15] on a cup of coffee. Different structures have
been introduced for handling such cases. Indeed, in contrast to the strict preference
relation, the indifference relation induced by such structures is not necessarily tran-
sitive. Semiorders may form the simplest class of such structures and they appear
as a special case of interval orders. The axiomatic analysisof what we call now
interval orders has been given by Wiener [37], then the term “semiorders” has been
introduced by Luce [15] and many results about their representations are available
in the literature (for more details see [10], [22]). Fishburn ([11]) has distinguished
nine nonequivalent ordered sets defined as a generalisationof semiorders (using
preference structures allowing only strict preference andindifference). These are
interval orders, split semiorders, split interval orders,tolerance orders, bitolerance
orders, unit tolerance orders, bisemiorders, semitransitive orders and subsemitran-
sitive orders.

The use of simple numbers appears insufficient for the representation of ordered
sets having a non transitive indifference relation. For instance, the numerical repre-
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sentation of an interval order makes use of intervals in a waythat each alternative
is represented by an interval (with a uniform length in the case of semiorders)
and is said preferred to another alternative if and only if its associated interval is
completely to the right of the other’s interval. It is known that a majority of the
structures belonging to the classification given by Fishburn ([11]) has a numerical
representation using intervals.

However, the literature lacks a systematic study of such structures. Indeed as soon
as we allow to compare “intervals” we can accept several different ways to do so.
Just consider the case of the well known model of interval order where strict pref-
erence corresponds to the case where an interval is “completely to the right” (in the
sense of the reals) of the other one. We could also consider asstrict preference the
case where an interval is just to the right of the other one despite having a non empty
intersection. The problem becomes more complicated if we admit the existence of
“intermediate points” within an interval. The number of possible comparisons in-
creases dramatically and we would like to have a general framework within which
studying them. In this paper we propose such a general framework for the study of
preference structures to be used when we compare intervals.Our objective is to pro-
pose a systematic analysis of such structures and their numerical representations.
We generalise the concept of interval allowing, besides thetwo extreme points of
an interval, the existence of a certain number of intermediate points. We call such
intervalsn-point intervals. The comparison rules on these intervals are supposed to
satisfy some hypotheses that we define at the beginning of ourstudy.

The paper is organised as follows: Section 2 introduces basic notions, Section 3
presents hypotheses on the comparison rules and numerical representations that we
can create in our framework. Section 4 shows some general results related to our
study. Section 5 makes an exhaustive study of 2-point intervals, while Section 6
does the same for 3-point intervals. Section 7 concludes thepaper.

2 Relative positions

Consider a finite set of alternativesA where each alternativex of A is associated
a n-tuple of points of the real lineR; thesen points are distinct and ranked in
increasing order w.r.t. the natural order on the reals. Sucha representation can also
be seen as an interval withn−2 interior points. Therefore we call these objects“ n-
point intervals”. If not otherwise mentioned, we use the same notation, typically x

or y, for designating an alternative or its associated interval. A n-point intervalx
is specified by a vector ofn elements:〈f1(x), · · · , fn(x)〉, with fi(x) < fi+1(x),
for all x in A andi in {1, . . . , n − 1}. Note that numbersfi(x) are not necessarily
equally spaced. Figure 1 shows the graphical representation of ann-point interval.

Since our interest focuses on the possible preference structures arising from the
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f1(x) f2(x) f3(x) fn−1(x) fn(x)

Fig. 1.n-point interval representation

comparison ofn-point intervals, the position of one interval with respectto another
is especially important. In case twon-point intervalsx and y have no point in
common, their relative position can be described by a total order on2n points (n
points forx + n points fory) as in the following example.

Example 1 Letx andy be two 3-point intervals such thatx = 〈f1(x), f2(x), f3(x)〉,
y = 〈f1(y), f2(y), f3(y)〉 with their relative position represented schematically in
Figure 2. The relative position ofx andy is described by the total order:f1(y) <

f2(y) < f1(x) < f3(y) < f2(x) < f3(x).

f1(x) f2(x) f3(x)

f1(y) f2(y) f3(y)

Fig. 2. Relative position ofx andy

A convenient manner of representing the relative position of two n-point intervals
is obtained using then-tuple of numbersϕ(x, y) defined below.

Definition 1 (Relative position) The relative positionϕ(x, y) is ann-tuple(ϕ1(x, y),-
· · · , ϕi(x, y), · · · , ϕn(x, y)) whereϕi(x, y) encodes the number of values of index
j such thatfi(x) ≤ fj(y).

Intuitively, ϕ(x, y) can be seen as representing to what extent the relative position
of x andy is close to the case of two disjoint intervals. Indeed, in case ϕ(x, y) is
the null vector,x lies entirely to the right ofy: no point ofy is to the right of any
point of x. The latter case is of particular interest as will become clear by the end
of this section. Numberϕi(x, y) represents the number of points of intervaly that
fi(x) must become greater than in order to reach the disjoint case.

For instance, the relative positions of then-point intervals shown in figure 2, are:

ϕ(x, y) = (1, 0, 0)

ϕ(y, x) = (3, 3, 2).
(1)

Clearly, if we assume thatx andy have no points in common (i.e.fi(x) 6= fj(y)
for all i, j), giving eitherϕ(x, y) or ϕ(x, y) allows us to reconstruct the weak order
on the2n points representingx andy. Havingϕ(x, y) = (1, 0, 0) means that only
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f1(x) lies to the left of some point representingy, the other two points ofx being
greater than all the points representingy.

It is readily seen that any vectorϕ(x, y) = (ϕ1(x, y), · · · , ϕi(x, y), · · · , ϕn(x, y))
with 0 ≤ ϕi(x, y) ≤ n andϕi(x, y) ≥ ϕi+1(x, y) corresponds to the relative
position of feasiblen-point intervals on the real line. Indeed we have that: for all
i = 1, . . . , n,



























fi(x) ≤ f1(y) if ϕi(x, y) = n

fn(y) < fi(x) if ϕi(x, y) = 0

fn−ϕi(x,y)(y) < fi(x) ≤ fn+1−ϕi(x,y)(y) otherwise

(2)

These simple remarks allow us to derive the following result, which we state with-
out further proof. In this result we limit ourselves to the case where the compared
n-point intervals have no point in common.

Proposition 1 For any vectorϕ(x, y) = (ϕ1(x, y), · · · , ϕi(x, y), · · · , ϕn(x, y))
with 0 ≤ ϕi(x, y) ≤ n for all i = 1, . . . , n and ϕi(x, y) ≥ ϕi+1(x, y) for all
i = 1, . . . , n − 1, there is a pairx, y of n-point intervals of the real line, with
no points in common, such that the order on the2n points representingx and y

is uniquely determined. These two sets ofn points are unique up to an increasing
transformation of the real line.

Given the relative positionϕ(x, y) of x with respect toy, the relative position
ϕ(y, x) of y with respect tox can be easily computed.

Proposition 2 Let ϕ(x, y) be the relative position of then-point intervalx with
respect to the n-point intervaly, then, for alli = 1, . . . , n,











ϕi(y, x) = n + 1 − |{j, ϕj(x, y) ≥ (n + 1 − i)}| if ∃k, fi(y) = fk(x)

ϕi(y, x) = n − |{j, ϕj(x, y) ≥ (n + 1 − i)}| otherwise
(3)

Proof.
We start with the proof of the second case. Using definition 1,we have∀i, ϕi(y, x) =
|{, fj(x) ≥ fi(y)}|, hence∀i, ϕi(y, x) = n − |{, fj(x) < fi(y)}|. On the other
hand,fj(x) < fi(y) ⇐⇒ (n + 1 − ϕj(x, y)) ≤ i (inequality 2). Replacing
fj(x) < fi(y) by (n + 1 − i) ≤ ϕj(x, y) in the above expression ofϕi(y, x)
we get∀i, ϕi(y, x) = n − |{j, ϕj(x, y) ≥ (n + 1 − i)}|.

In casefi(y) coincides with some point of then-point intervalx, we have to add1
to the previously computed value ofϕi(y, x). �

The reader can check formula 3 against Example 1 (see equation (1)).
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The number of possible relative positions ofn-point intervals grows withn as stated
in the next proposition.

Proposition 3 Let x andy be twon-point intervals. The number of possible rela-
tive positionsϕ(x, y) is

m =
(2n)!

(n!)2
=







2n

n





 .

Proof . This number is the number of linear arrangements of2n distinct points of
the real line,n of which belonging tox and the othern to y, hence the formula. This
is also the number of nondecreasing functions from{1, . . . , n} to {0, . . . , n}. This
sequence of integers is known as the sequence ofof central binomial coefficients
A000984 [27]. �

For instance, the six relative positions of 2-point intervals can be described as fol-
lows: intervalx completely lies to the right of intervaly; intervalsx andy have non
empty intersection, without one being included in the otherandx lying to the right
of y; interval x is included in intervaly; and the symmetric cases of these three
situations (see Figure 8).

Table 1 shows the number of possible relative positions depending on numbern,
for n = 2, 3, 4.

n = 2 3 4 n

Relative positions 6 20 70 (2n)!
(n!)2

Table 1
Number of relative positions depending onn

When alternatives are represented byn-point intervals of the real line, it is natural
to assume that some relative positions of two intervals are more representative of a
clear preference than others (from a cognitive and/or intuitive point of view). For
instance, in the case of two disjoint intervals, it is more likely that we acknowledge
a strict preference than in a case where one interval is included in the other. If the
orientation of the real axis, say from left to right, is related to growing preference,
we will be all the more ready to say thatx is preferred toy that the interval rep-
resentingx lies more to the right of the interval representingy. If x lies at least as
much to the right ofy thenx′ lies to the right ofy′, we say that the relative position
ϕ(x, y) is at least as strong asϕ(x′, y′) and we denote this byϕ(x, y) � ϕ(x′, y′).
A formal definition of� is as follows.

Definition 2 (“Stronger than” relation) Letϕ(x, y) andϕ(x′, y′) denote the rel-
ative positions of two pairs of alternatives, respectively(x, y) and (x′, y′). We say
that ϕ(x, y) is “at least as strong as”ϕ(x′, y′) and noteϕ(x, y) � ϕ(x′, y′) if and
only if ∀i ∈ {1, . . . , n}, ϕi(x, y) ≤ ϕi(x

′, y′). We denote by� the asymmetric
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part of�. We say thatϕ(x, y) is “stronger than” ϕ(x′, y′) if and only ifϕ(x, y) �

ϕ(x′, y′) and not(ϕ(x′, y′) � ϕ(x, y)), which is denoted byϕ(x, y) � ϕ(x′, y′).

This definition is consistent with intuition. Indeed,ϕi(x, y) = 0 for all i means that
x lies totally to the right ofy, which is the strongest possible position; ifϕi(x, y) 6=
0, the smaller the value ofϕi(x, y), the stronger the position ofx w.r.t. y. The
following example illustrates this further.

Example 2 Let ϕ(x, y) andϕ(x, t) be the relative positions of the 3-points inter-
vals represented in Figure 3. We haveϕ(x, y) = (1, 1, 0), ϕ(x, t) = (2, 1, 0). We
get “ϕ(x, y) is stronger thanϕ(x, t)” since 1 ≤ 2, 1 ≤ 1 and0 ≤ 0.

f1(t) f2(t) f3(t)

f1(y)f2(y) f3(y)

f1(x)f2(x) f3(x)

Fig. 3. Example:(1, 1, 0) � (2, 1, 0)

The “at least as strong as” relation � is a partial order (reflexive, antisymmetric
and transitive relation). It is not a complete relation since there may always exist
two relative positionsϕ andϕ′ for which∃i, j ∈ {1, . . . , n} such thatϕi < ϕ′

i and
ϕ′

j < ϕj.

It is quite natural to represent relation� as a directed graph. We denote byGn, the
graph of all the possible1 relative positions ofn-point intervals. InGn, the nodes
represent the relative positionsϕ and the arcs, the relation�. We denote bySGn a
subgraph ofGn, NGn the set of nodes ofGn andNSGn the set of nodes ofSGn. For
the sake of getting readable graphical representations of partial orders, one often
represents the cover relation associated with a partial order. The cover relation is
a relation on the same set of objectsNGn , but not all arcs of the graph are drawn.
There is an arc froma to b if and only if there is noc such thata � c � b. This
relation contains all the information needed to reconstruct the partial order� (add
the loops and the arcs joining the initial vertex to the final vertex of all directed
paths of the graph of the cover relation). Figure 4 represents the graph of the cover
relation of� for 3-point intervals (G3).

If x andy are 3-point intervals without common points, the correspondence be-
tweenϕ(x, y) andϕ(y, x) defines a symmetry of the graph in Figure 4. Using
proposition 2 we see e.g.thatϕ(x, y) = (2, 0, 0) corresponds toϕ(y, x) = (3, 2, 2),
ϕ(x, y) = (2, 1, 0) to ϕ(y, x) = (3, 2, 1) (assuming thatx andy have no points in
common). In general, forn-point intervals this symmetry is a transformation on the

1 By “possible” relative positions, we understand the relative positions appearing in all
possible setsA of n-point intervals.
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(0, 0, 0)

(1, 0, 0)

(2, 0, 0) (1, 1, 0)

(3, 0, 0) (2, 1, 0) (1, 1, 1)

(3, 1, 0) (2, 2, 0) (2, 1, 1)

(3, 2, 0) (3, 1, 1) (2, 2, 1)

(3, 3, 0) (3, 2, 1) (2, 2, 2)

(3, 3, 1) (3, 2, 2)

(3, 3, 2)

(3, 3, 3)

Fig. 4. Graph of the cover relation of the “at least as strong as” relation for 3-point intervals

set of relative positions, which we callinversion, and define by adapting formula
(3):

Definition 3 For any relative positionϕ in the setNGn , the inverse ofϕ is denoted
by (ϕ)−1 and is defined as follows:

(ϕ)−1
i = n − |{j : ϕj ≥ n + 1 − i}| (4)

Proposition 4 The transformation ofNGn that maps any relative positionϕ onto
its inverse(ϕ)−1 has the following properties:

• it is involutive, i.e.ϕ = ((ϕ)−1)−1,
• and antitone with respect to the partial order�, i.e.ϕ�ϕ′ implies(ϕ′)−1�(ϕ)−1.

Proof. The involutive character of the transformation results directly from the fact
thatϕ and(ϕ)−1 are respectively the relative positionsϕ(x, y) andϕ(y, x) for some
concreten-point intervalsx andy having no points in common. Hence((ϕ)−1)−1

is justϕ(x, y) . Verifying that the transformation is antitone can be done directly by
using formula (4). �

Partial order� defines a lattice on the set of possible relative positionsNGn. A
partially ordered (finite) set is a lattice if every pair of elements has a unique small-
est upper bound (join) and a unique greatest lower bound (meet). Upper and lower
bounds of a subset of relative positions are defined as follows. Letϕ∗ be a relative
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position. We say that:

• ϕ∗ is a lower boundof the graphGn (resp. of the subgraphSGn) if ϕ∗ ∈ NGn

(resp.ϕ∗ ∈ NSGn) and¬∃ϕ ∈ NGn (resp.¬∃ϕ ∈ NSGn) such thatϕ∗ � ϕ;
• ϕ∗ is anupper boundof the graphGn (resp. of the subgraphSGn) if ϕ∗ ∈ NGn

(resp.ϕ∗ ∈ NSGn) and¬∃ϕ ∈ NGn (resp.¬∃ϕ ∈ NSGn) such thatϕ � ϕ∗.

Notice that for everyn, Gn has a unique lower bound (ϕ, with ∀i, ϕi = n) and a
unique upper bound (ϕ, with ∀i, ϕi = 0). But a subgraph may have more than one
lower or upper bound because of the existence of incomparable nodes (consider
e.g. the subgraph containing nodes(0, 0, 0), (1, 0, 0), (2, 0, 0), (1, 1, 0); there are
two lower bounds:(2, 0, 0) and(1, 1, 0) and one upper bound:(0, 0, 0).

Considering a relative positionϕ, we respectively denote byD+(ϕ), D−(ϕ) and
J(ϕ) the set of relative positionsϕ′ such thatϕ is at least as strong asϕ′, which are
at least as strong asϕ, and which are incomparable toϕ. We have:

D+(ϕ) = {ϕ′, ϕ � ϕ′},

D−(ϕ) = {ϕ′, ϕ′ � ϕ},

J(ϕ) = {ϕ′, ϕ ⋫ ϕ′ ∧ ϕ′ ⋫ ϕ}.

3 Preference rules for comparingn-point intervals

The main goal of this paper is to explorepreference rulesused to interpret the
relative positions ofn-point intervals in terms of preference. LetA be any finite set
of n-point intervals. Apreference ruleπ assigns any pair(x, y) of A2 = A × A to
one in four exclusive categories that are denoted byP, P−1, I or J . P, P−1, I and
J are just labels but we want to interpretP aspreference, i.e.π(x, y) = P if x is
preferred toy; P−1 is inverse preference, i.e.π(x, y) = P−1 if y is preferred tox; I

denotesindifferenceandJ , incomparability. For a given setA of n-point intervals,
we denote byP A, (P−1)A, IA, JA the following relations onA (i.e. the following
subsets ofA2):

P A = {(x, y) ∈ A, π(x, y) = P}

(P−1)A = {(x, y) ∈ A, π(x, y) = P−1}

IA = {(x, y) ∈ A, π(x, y) = I}

JA = {(x, y) ∈ A, π(x, y) = J}

(5)

Whenever there is no ambiguity, we shall abuse notation and drop superscriptA,
writing P (resp.P−1, I, J) instead ofP A ( resp.(P−1)A, IA, JA), hence designat-
ing the relations defined onA by generic labels.
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Following [24], the tripleP A, IA, JA of relations onA is a preference structure if
P A is an asymmetric relation,IA a reflexive and symmetric one,JA an irreflexive
and symmetric relation andP A

⋃

(P−1)A
⋃

IA
⋃

JA = A2, this union being a union
of disjoint sets.

Obviously, not any rule that determines a partition ofA2 (wheneverA is a set of
n-point intervals) can be said apreferencerule. In this paper, we are interested in
preference rules that assign pairs ofn-point intervals taking only into account their
relative positions. Moreover, we shall restrict ourselvestocompletepreference rules
π, for which there is no incomparability (J = ∅). Hence the resulting preference
structure(P, I) is complete, i.e.P A⋃(P−1)A ⋃ IA = A2. We emphasise that this
implies that the whole(P, I) structure is determined as soon as we know the sole
strict preference relationP ; indeed,IA = A2 \ P A ⋃(P−1)A. The next definition
lists the properties that we shall impose to preference rules in the rest of this study.

Definition 4 A (complete) preference rule forn-point intervals,π, is a function
defined on any Cartesian productA2, whereA is a finite set ofn-point intervals,
which assigns a label from the set{P, P−1, I} to any pair(x, y) ∈ A2, respecting
the following requirements:

Axiom 1 For all finite sets ofn-point intervalsA andB, and for allx, y ∈ A and
z, t ∈ B, if ϕ(x, y) = ϕ(z, t), thenπ(x, y) = π(z, t).

Axiom 2 For all x, y, z, t ∈ A, if ϕ(x′, y′) � ϕ(x, y) and π(x, y) = P , then
π(x′, y′) = P .

Axiom 1 tells that the assignment of a pair(x, y) to one of the relationsP, (P−1), I
only depends on the relative positionϕ(x, y) of x w.r.t. y. This isa fortiori true
whenA = B. Axiom 1 allows us to talk about relative positions without referring
to any particular set ofn-point intervals A. The second axiom clearly interprets as
a monotonicity condition w.r.t. relation “at least as strong as” on relative positions.

In view of axioms 1 and 2, acompletepreference rule is entirely determined if
we know the set of relative positions that lead to the assignment of labelP to a
pair (x, y) (independently of the setA which x and y are elements of). Indeed,
letting Φ(P ) be the set of such positions, we haveπ(x, y) = P−1 if and only if
π(y, x) = P , i.e.ϕ(y, x) ∈ Φ(P ). We may thus define the set of relative positions
Φ(P−1) leading toπ(x, y) = P−1 as the set of positionsϕ(x, y) such that their
inverseϕ(y, x) belongs toΦ(P ). Since, by definition,π assigns a label to all pairs
(x, y), we haveπ(x, y) = I if and only ifϕ(x, y) ∈ Φ(I), which is the complement
of Φ(P )

⋃

Φ(P−1) in the setNGn of all relative positions.

The set of relative positionsΦ(P ) associated with a complete preference ruleπ

has the following properties; reciprocally, these properties characterize those sets
of relative positions that are associated with strict preference by some complete
preference rule.
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Proposition 5 Let Φ(P ) be the set of relative positions corresponding to prefer-
ence for a given complete preference ruleπ. For all ϕ in Φ(P ), we have:

(1) ϕ′ in NGn andϕ′ � ϕ implyϕ′ ∈ Φ(P );
(2) (ϕ)−1 6∈ Φ(P ).

Conversely, if a setΦ ⊂ NGn enjoys the two above properties it is the setΦ(P )
associated with the complete preference ruleπ defined as follows: for alln-point
intervalsx, y,

π(x, y) = P ⇔ ϕ(x, y) ∈ Φ

π(x, y) = (P )−1 ⇔ ϕ(y, x) ∈ Φ

π(x, y) = I ⇔ ϕ(x, y) 6∈ Φ and ϕ(y, x) 6∈ Φ.

(6)

Proof. The first property is a direct consequence of the definition of π and of axioms
1 and 2. The second results from the asymmetry of relationP and the fact that
any pairϕ, (ϕ)−1 ∈ NGn describes the relative positions of a pairx, y of n-point
intervals. For proving the converse statement, it is easy tosee thatπ as defined by
(6) unambiguously assigns one label in the set{P, (P )−1, I} to any pair ofn-point
intervalsx, y. In particular, property 2 guarantees that no pair(x, y) will receive
both labelsP and(P )−1. Indeed, ifϕ(x, y) = ϕ andx andy have no points in
common–which can be assumed without loss of generality–then ϕ(y, x) = (ϕ)−1).
By definition,π satisfies axiom 1. Property 1 ensures that it also fulfills axiom 2.�

The asymmetry of relationP can also be put in relation with the description of
n-point intervals asn-tuples of real numbers.

Proposition 6 Let π be a complete preference rule. If for somen-point intervals
x, y we havefi(x) ≤ fi(y) for all i = 1, . . . , n, then we may not haveπ(x, y) = P .

Proof. If fi(x) ≤ fi(y) for all i = 1, . . . , n, thenϕ(y, x) �ϕ(x, y). Using axiom 2,
π(x, y) = P impliesπ(y, x) = P , which means that(x, y) both belongs toP and
P−1. This contradicts the definition ofπ. �

The conclusion of proposition 6 gives credit to a natural interpretation ofn-point
intervals w.r.t. preference: if none of then points ofx is better placed than the
corresponding point ofy, we cannot reasonably say thatx is preferred toy.

3.1 Preference rules with a single weakest relative position

In view of proposition 5, any complete preference ruleπ on n-point intervals is
determined by a set of relative positionsΦ(P ) that contains all relative positions
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stronger than any of its elements. As a consequence the weakest elements of such a
set play an important role since all the other elements of theset can be determined
from these ones. Let us consider two examples for3-point intervals (the set of all
relative positions for3-point intervals is represented on figure 4). They differ by the
number of lower bounds inΦ(P ).

Example 3 Let Φ(P ) be the set of all relative positions at least as strong asϕ =
(2, 1, 0). ThenΦ(P ) = {(2, 1, 0), (2, 0, 0), (1, 1, 0), (1, 0, 0), (0, 0, 0)} because of
axiom 2. It is easy to see that the corresponding preference rule assigns a pair
(x, y) of 3-point intervals toP if and only if f1(x) ≥ f1(y), f2(x) ≥ f2(y) and
f3(x) ≥ f3(y).

Example 4 DefineΦ(P ) as the set of all relative positions at least as strong as
ϕ = (2, 0, 0) or ϕ = (1, 1, 0). Note that these relative positions cannot be compared
using relation�. ThenΦ(P ) = {(2, 0, 0), (1, 1, 0), (1, 0, 0), (0, 0, 0)} because of
axiom 2. The corresponding preference rule assigns a pair(x, y) of 3-point inter-
vals toP if and only if at least one of the following conjunctions of conditions is
fulfilled:



























f1(x) ≥ f1(y)

and

f2(x) ≥ f3(y)

or



























f1(x) ≥ f2(y)

and

f3(x) ≥ f3(y).

(7)

These examples illustrate two typical cases. In the first case, Φ(P ) has a single
lower bound as in the former example (the unique lower bound is (2, 1, 0)); we call
the corresponding decision rulessimple. The second situation occurs whenΦ(P )
has more than one lower bound, as in the latter example (two lower bounds:(2, 0, 0)
and(1, 1, 0)); the corresponding preference rules are calledcompound. With simple
preference rules, as in example 3, the conditions onfi(x) andfj(y) ensuring that
π(x, y) = P can be expressed as a single system of inequality constraints; for
compound rules, as in example 4, the conditions will be a disjunction of systems
of inequality constraints (such as (7)). For the reader’s convenience, we state below
the definition of a simple rule.

Definition 5 A (complete) preference ruleπ as defined in definition 4 issimpleif
there is a unique relative positionϕ such that for alln-point intervalsx andy, we
haveπ(x, y) = P if and only if their relative positionϕ(x, y) is at least as strong
asϕ.

In the sequel, we concentrate onsimplepreference rules for the following reason.
In sections 5 and 6, we shall study systematically the preference structures(P, I)
that are obtained when using simple preference rules in the cases of 2 and3-point
intervals. Compound preference rules will just yield disjunctions of the types of
preferences structures obtained with simple rules. For instance in example 4, the
preference structureP, I associated with the rule is such thatP is the union of the
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following two strict preference relations:

• the strict preference relationP(2,0,0) associated with the simple preference rule
π(2,0,0) defined byπ�(2,0,0)(x, y) = P if and only if ϕ(x, y) � (2, 0, 0)

• the strict preference relationP(1,1,0) associated with the simple preference rule
π(1,1,0) defined byπ�(1,1,0)(x, y) = P if and only if ϕ(x, y) � (1, 1, 0);

the indifference relationI is the symmetric complement ofP , i.e. x and y are
indifferent is and only if neitherx is preferred toy nory is preferred tox.

Which relative positions can be considered the weakest position of a setΦ(P ) as-
sociated with a simple preference rule? A necessary and sufficient condition is es-
tablished in the following lemma.

Lemma 1 The set of relative positions that are not weaker than a givenrelative
positionϕ is the setΦ(P ) associated with some simple decision ruleπ if and only
if

Not[(n, n − 1, n − 2, . . . , 1) � ϕ]. (8)

Proof. Assume on the contrary that[(n, n − 1, n − 2, . . . , 1) � ϕ]. Using the defi-
nition of the inverse transformation of the set of relative positions and its antitone
character (proposition 4), we obtain:

(ϕ)−1
� (n, n − 1, n − 2, . . . , 1)−1 = (n − 1, n − 2, n − 3, . . . , 0).

Since(n−1, n−2, n−3, . . . , 0)�(n, n−1, n−2, . . . , 1) and using the transitivity
of �, we get(ϕ)−1 � ϕ which contradicts proposition 5.2. The condition is thus
necessary.

For proving sufficiency, we assume thatϕ is such thatNot[(n, n−1, n−2, . . . , 1)�
ϕ] and we prove thatΦ = {ϕ′ such thatϕ′ �ϕ} is the set of relative positions lead-
ing to strict preference for some simple preference rule. This amounts to proving
thatΦ enjoys properties 1 and 2 in proposition 5. The former property is obvious
by construction. Let us prove that for allϕ′ ∈ Φ, (ϕ′)−1 6∈ Φ. We start by proving
that (ϕ)−1 6∈ Φ. By hypothesis (8), there isi ≤ n such thatϕi < n − i + 1. Due
to the fact thatϕj ≥ ϕj+1 for all j, we have|{j : ϕj ≥ n − i + 1}| ≤ i − 1.
Hence,(ϕ′)−1

i = n − |{j : ϕj ≥ n + 1 − i}| ≥ n − i + 1 > ϕi, which implies
Not[(ϕ)−1 � ϕ]. Let us finally consider anyϕ′ ∈ Φ. By proposition 4, we know
thatϕ′ �ϕ implies(ϕ)−1 � (ϕ′)−1. Assuming(ϕ′)−1 ∈ Φ would imply(ϕ)−1 ∈ Φ,
which has just been shown to be untrue. �

We now introduce notation specific to simple rules, for whichthe strict preference
relation is determined by their unique weakest relative position. Let ϕ be a rela-
tive position such thatNot[(n, n − 1, n − 2, . . . , 1) � ϕ]. We denote byπ�ϕ the
corresponding simple preference rule, and byPϕ the set of relative positions that
are at least as strong asϕ. For ease of further reference, we give a direct formal
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definition of the preference structure arising from a simplepreference rule, without
referring explicitly to this rule; we emphasise here the relations that are defined on
the set ofn-point intervals as a result of using the decision rule. Fromthis point, we
shall use the notationPϕ(x, y) (resp.Iϕ(x, y)) as an alias forπ�ϕ(x, y) = P (resp.
π�ϕ(x, y) = I).

Definition 6 Let ϕ = (ϕ1, . . . , ϕn) be a vector of relative positions inNGn such
that Not[(n, n − 1, n − 2, . . . , 1) � ϕ]. Let x and y be any pair ofn-point inter-
vals. RelationsPϕ andIϕ associated withϕ (i.e. ϕ represents the weakest relative
position such thatP holds) are defined as follows:

Pϕ(x, y)⇐⇒ϕ(x, y) � ϕ,

Iϕ(x, y)⇐⇒¬Pϕ(x, y) ∧ ¬Pϕ(y, x).

3.2 Compact description of a preference structure

In this section, we come back to the construction of systems of inequalities express-
ing thatPϕ(x, y) according to a simple preference rule with weakest positionϕ. We
have already obtained such descriptions for examples 3 and 4.

Let us consider the strict preference relation, represented in Figure 5, having (2,0,0)
as its weakest relative position. Applying formula (2), we express the conditions for
havingP(2,0,0)(x, y) by means of the following inequalities:f1(y) < f1(x), f3(y) <

f2(x) andf3(y) < f3(x). Note that the third inequality is redundant. In order to
avoid such redundancies and hence dispose of a compact coding of such inequal-
ities, we introduce a new object that we call the“component set”of ann-tupleϕ

and that we denote byCpϕ.

f1(y) f2(y) f3(y)

f1(x) f2(x) f3(x)

Fig. 5.P(2,0,0)(x, y) ⇐⇒ ϕ(x, y) ∈ {(0, 0, 0) ∪ (1, 0, 0) ∪ (2, 0, 0)}

For the example in figure 5, we haveCp(2,0,0) = {(1, 1)(3, 2)}. The pair(1, 1)
corresponds to inequalityf1(y) < f1(x), while(3, 2) corresponds tof3(y) < f2(x).
Hence the representation convention is as follows: a pair(j, k) in Cpϕ represents
inequalityfj(y) < fk(x). In the example, we do not need to include pair(3, 3)
corresponding to the redundant equationf3(y) < f3(x).

In general, starting with a vectorϕ of relative positions, we have thatϕ(x, y) � ϕ

if and only if for all i, fn−ϕi
(y) < fi(x); each such inequality is coded(n − ϕi, i).

From all these pairs we may remove those for which there exists i′ < i with ϕi′ ≤
ϕi. Indeed, the inequality corresponding ton−ϕi′ , i

′ yieldsfn−ϕi′
(y) ≤ fi′(x) and

we havefi′(x) < fi(x) andfn−ϕi
(y) < fn−ϕi′

(y).
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The definition ofCpϕ below guarantees that the encoded systems of constraints are
non redundant.

Definition 7 Let ϕ = (ϕ1, . . . , ϕn) be a relative position inNGn such that condi-
tion (8) is fulfilled. Thecomponent setCpϕ associated withϕ is the set of pairs
(n − ϕj, j) such that there is noj′ < j with ϕj′ ≤ ϕj .

The component setCpϕ encodes the minimal information needed to determine the
preference structure(Pϕ, Iϕ). In particular, the strict preference relationPϕ is de-
termined as follows:

∀x, y, Pϕ(x, y) ⇐⇒ ∀(i, j) ∈ Cpϕ, fi(y) < fj(x). (9)

The indifference relationIϕ is obtained by expressing thatIϕ(x, y) if and only if
¬Pϕ(x, y) and¬Pϕ(y, x), i.e.

∀x, y, Iϕ(x, y) ⇐⇒∃(i, j) ∈ Cpϕ, fi(y) ≥ fj(x), and

∃(k, l) ∈ Cpϕ, fk(x) ≥ fl(y).
(10)

Condition (8) determines the relative positions that generate simple preference
rules. This condition translates into the following property of Cpϕ.

Proposition 7 Let ϕ = (ϕ1, . . . , ϕn) be a relative position inNGn such that con-
dition (8) is fulfilled. In the component setCpϕ associated withϕ, there is at least
one pair(i, j) with (i ≥ j).

Proof. On the contrary assume that for all pairs(i, j) in Cpϕ we havei < j.
Consider a pair (x,y) ofn-point intervals such that:

f1(x) < f1(y) < f2(x) < f2(y) < . . . fk(x) < fk(y) < fk+1(x)

< fk+1(y) < . . . < fn(x) < fn(y).

For all k = 2, . . . n we havefk(y) < fk+1(x) which impliesfi(y) < fj(x) for all
(i, j) in Cpϕ, hencePϕ(x, y). The relative position ofx w.r.t. y is characterized by
ϕ′ = (n, n−1, . . . , 1). SincePϕ(x, y), we haveϕ′ = (n, n−1, . . . , 1)�ϕ violating
(8). �

3.3 Constructing all simple preference rules

In this section, we present an algorithm yielding all possible sets of relative posi-
tions which may determine a strict preference relationP associated with a simple
preference rule (definition 5). For this purpose we considereach relative positionϕ
in turn; if ϕ can be the weakest relative position leading to strict preference (i.e. if it
satisfies condition (8)), we build a set of nodesNSGn, which consists of all relative
positions at least as strong asϕ.
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Algorithm Unique Cuts:

L := ∅;

For all nodesϕ in the graphGn do

if ∃i, ϕi < n − i + 1 then

NSGn := D− = {(ϕ) = ϕ′ : ϕ′ � ϕ};

L := L ∪ {NSGn};

end if;
od;
Return L;

Each iteration of this algorithm provides a subgraphSGn of the graphGn with just
one upper bound (∀i, ϕi = 0) and just one lower bound. As a consequence each
relative position becomes a lower bound of aSGn once and only once except those
that do not satisfy (8). In Figure 6 we show the result of the algorithm when the
lower bound isP(3,1,0).

(0, 0, 0)

(1, 0, 0)

(2, 0, 0) (1, 1, 0)

(3, 0, 0) (2, 1, 0) (1, 1, 1)

(3, 1, 0) (2, 2, 0) (2, 1, 1)

(3, 2, 0) (3, 1, 1) (2, 2, 1)

(3, 3, 0) (3, 2, 1) (2, 2, 2)

(3, 3, 1) (3, 2, 2)

(3, 3, 2)

(3, 3, 3)P−1

P

I

Fig. 6. The preference structure resulting when the lower bound is (3,1,0)

It is easy to compute the number of different sets of relativepositions (equal to the
number of possibleSGn) that our algorithm calculates whenn is known.

Proposition 8 Let sm be the number of sets of relative positions having a single
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weakest element, containing all positions at least as strong as any of their elements
and never containing a position and its inverse. We have:

sm =

(

2n

n + 1

)

Proof. Numbersm is equal to the number all relative positions ofn-point intervals
as computed in proposition 3 minus the number of relative positions that cannot
be the weakest element of a setPϕ, i.e. ϕ’s such that(n, n − 1, . . . , 1) � ϕ, i.e.
n − i + 1 ≤ ϕi for all i = {1, . . . , n}. Rephrasing these conditions in terms of
inequalities involvingfj(x) andfk(y), we get, using (2),fi(x) ≤ fi(y) for all i.
Hence, we have to compute the number of relative positions ofn-point intervalsx
andy such thatfi(x) ≤ fi(y). Since there is no loss of generality in assuming strict
inequalities in the latter, this is the Catalan numberCn = 1

n+1

(

2n

n

)

. IndeedCn is
known to be, among many other characterizations (see [28]),the number of Dyck
words of length2n, i.e. the number of sequences ofn X’s andn Y’s such that no
initial segment of the sequence has more Y’s than X’s. The correspondence with
our case is clear. Consequently, we have:

sm =
(2n)!

(n!)2
−

1

n + 1

(

2n

n

)

=

(

2n

n + 1

)

.

�

This number is also the number of simple preference rules onn-point intervals.

3.4 The case where n-point intervals have points in common

At this point let us make a comment on the reason why we have assumed that
then-point intervals under consideration have no points in common. The reason is
not that the latter case is not interesting. In the frameworkof temporal reasoning,
for instance, Allen [3,4] has investigated relations between time intervals, which
distinguish the cases where intervals start at the same time, finish at the same time
or both. His work has generated a large literature (see e.g. [35]).

In contrast, in preference modeling, the case wherefi(x) = fj(y) for somei, j

is not dealt with separately. It leads either to preference (P ) or non preference in
a systematic way. In view of our definition of relative positions (definition 1), we
assimilate the casefi(x) = fj(y) to the casefi(x) < fj(y). Hence, while assigning
a pair ofn-point intervals toP or to NotP , we make no distinction between a
pair (x, y) such thatfi(x) = fj(y) and a pair(x′, y) in which fk(x

′) = fk(x)
for all k 6= i andfi(x

′) = fi(x) − ε, providedε is positive but small enough to
guarantee thatfk(x) > fl(y) impliesfk(x

′) > fl(y) for all k, l. In other words, we
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may always break equalities in such a way that we get a pair ofn-point intervals
with no points in common, which receives the same assignmentP or NotP as the
original pair. Figure 7 shows an example forn = 3 in which f2(x) = f3(y) and
f2(x

′) < f3(y). For all preference ruleπ, we haveπ(x, y) = P if and only if
π(x′, y) = P .

f1(y) f2(y) f3(y)

f1(x) f2(x) f3(x)

f1(x′) f2(x′) f3(x′)

Fig. 7.π(x, y) = P ⇔ π(x′, y) = P

Note that it is perfectly possible to adopt the reverse convention in the definition of
relative positions, hence assimilatingfi(x) = fj(y) to the casefi(x) > fj(y). In
such a case we would make no distinction between a pair(x, y) such thatfi(x) =
fj(y) and a pair(x′, y) in whichfk(x

′) = fk(x) for all k 6= i andfi(x
′) = fi(x+ε),

providedε is positive but small enough to guarantee thatfk(x) < fl(y) implies
fk(x

′) < fl(y) for all k, l. The important thing is that the rule is systematically
applied.

4 General results

In this section, we characterize the simple preference rules inducing preference
structures(Pϕ, Iϕ) that enjoy some classical properties such as transitivity of pref-
erence and indifference, Ferrers property, etc. Note that we shall not refer to any
specific setA of n-point intervals in the sequel. When we say thatPϕ is transi-
tive for some simple preference rule, we mean that the relationPϕ induced by this
rule on any set ofn-point intervals is systematically transitive. Clearly, for a simple
preference rule that does not guarantee thatPϕ is transitive, it may happen that it is
for some specific sets ofn-point intervals but not for all (consider e.g. the case in
which A contains only onen-point interval; in this case,Pϕ is trivially transitive).
We emphasize that the properties ofPϕ andIϕ listed below are valid for all sets of
n-point intervals. Our first result is concerned with the transitivity of the preference
relation. We start with a lemma.

Lemma 2 Let ϕ be the relative position associated with a simple preference rule.
If Cpϕ contains the pair(i, j), then

(1) ϕj = n − i

(2) if j > 1, ϕj−1 ≥ n − i + 1
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(3) the relative positionϕ′ defined by:


























ϕ′
j = n − i

ϕ′
k = n − i + 1 ∀k < j

ϕ′
l = 0 ∀l > j

(11)

is such thatϕ′ � ϕ.

Proof. 1. The first assertion is a direct consequence of definition 7.

2. We haveϕj−1 ≥ n − i. Assume thatϕj−1 = n − i. This would contradict the
definition ofCpϕ since there would existj′ = j − 1 with ϕj′ = ϕj.

3. In view of 1 and 2, we haveϕ′
j = ϕj, ϕ′

k ≤ ϕk for all k < j and, obviously,
ϕ′

l ≤ ϕl for all l > j, henceϕ′ � ϕ. �

Proposition 9 Let Pϕ be the preference relation obtained by applying a simple
decision rule as described in definition 6 andCpϕ be the corresponding component
set as described in definition 7.Pϕ is guaranteed to be transitive (on all sets ofn-
point intervals) if and only if∀(i, j) ∈ Cpϕ, i ≥ j,

Proof.
⇐ Suppose thatPϕ(x, y) andPϕ(y, z) hold, then we get∀(i, j) ∈ Cpϕ, fi(y) <

fj(x) andfi(z) < fj(y). Sincei ≥ j, we havefj(y) ≤ fi(y) hence,∀(i, j) ∈
Cpϕ, fi(z) < fj(y) ≤ fi(y) < fj(x).This impliesPϕ(x, z).

⇒ We will prove that:
∃(i, j) ∈ Cpϕ i < j =⇒ ∃x, y, z, Pϕ(x, y) ∧ Pϕ(y, z) and¬Pϕ(x, z).

Assume first that1 < i andj < n. Considern-point intervalsx, y, z satisfying the
following constraints:

f1(z) < . . . fi−1(z) < f1(y) < . . . < fi(y) < f1(x) < . . . < fi(x) < . . . fj(x)

< fi(z) < . . . fn(z) < fi+1(y) < . . . < fn(y) < . . . < fj+1(x) < . . . < fn(x).

(12)

We havePϕ(x, y). Indeedϕk(x, y) = n − i for all k ≤ j andϕl(x, y) = 0 for
all l > j. Using ϕ′ in lemma 2, yieldsϕ(x, y) � ϕ′ � ϕ, hencePϕ(x, y). We
show similarly thatPϕ(y, z) sinceϕ(y, z) = ϕ′. However,xPz does not hold since
fi(z) > fj(x).

We now examine the cases in which conditions1 < i andj < n may fail to be
fulfilled. The positions ofx, y, z as described in (12) can easily be adapted:

(i = 1) : there is nofk(z) beforef1(y), which is the only one beforef1(x);
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(j = n) : all fk(x) lie betweenfi(y) andfi(z).

In both these cases, the same conclusions as in the general case can be drawn. �

Most preference structures induced by simple decision rules have a transitive pref-
erence relation. However, we do not exclude rules that violate this property as in
the case ofP≤(3,2,0) (for more details see Section 6). It is indeed possible to con-
sider preferences in which the asymmetric part would not be transitive. Thetangent
circle ”order” is an example of such a structure. It describes the order and the in-
tersection structure of circles of different diameters alltangent to an horizontal line
of the plane (see [2]).

We now present a characterization of decision rules that guarantee the transitivity
of the indifference relationIϕ.

Proposition 10 Let Iϕ be the indifference relation obtained by applying a simple
decision rule as described in definition 6 andCpϕ be the corresponding component
set.Iϕ is guaranteed to be transitive on all sets ofn-point intervals if and only if

∃i ∈ {1, . . . , n}, Cpϕ = {(i, i)} (13)

Proof. ⇐ Suppose thatCpϕ = {(i, i)}. Then∀x, y, Iϕ(x, y) ⇐⇒ fi(y) ≥
fi(x) ∧ fi(x) ≥ fi(y), which is equivalent toIϕ(x, y) ⇐⇒ fi(y) = fi(x). Since
equality is transitive,Iϕ is transitive.

⇒ We prove this result by contradiction. We suppose thatCpϕ 6= {(i, i)} and we
analyze two different cases.

1. ∃(i, j) ∈ Cpϕ, i 6= j. In this case, using (10), we havefi(y) ≥ fj(x)∧fi(x) ≥
fj(y) =⇒ Iϕ(x, y). Let x, y, z be threen-point intervals such that

fj(z) < fj(y) < fi(z) < fn(z) < f1(x) < fj(x) < fi(y) < fi(x),

with (i, j) ∈ Cpϕ. Iϕ(x, y) holds sincefj(y) < fi(x) andfj(x) < fi(y), Iϕ(y, z)
holds sincefj(z) < fi(y) andfj(y) < fi(z) andPϕ(x, z) holds sinceϕi(x, z) =
0 for all i. ThereforeIϕ is not transitive.

2. ∀(i, j) ∈ Cpϕ, i = j and |Cpϕ| > 1. Let (i, i) and (j, j) be two different
pairs belonging toCpϕ, with i < j. Then using (10),fi(y) ≥ fi(x) ∧ fj(x) ≥
fj(y) =⇒ Iϕ(x, y). For a positive realM large enough (e.g.M ≥ 4), let x, y, z

be threen-point intervals such that
• x: ∀t ∈ {1, . . . , i−1}, 1 < ft(x) < M ; fi(x) = 3M +1; ∀t ∈ {i+1, . . . , j−

1}, 4M < ft(x) < 5M ; fj(x) = 7M + 2 and∀t ∈ {j + 1, . . . , n}, 8M <

ft(x) < 9M ;
• y: ∀t ∈ {1, . . . , i − 1}, ft(y) < 3M + 3; ∀t ∈ {i, . . . , j}, 3M + 3 < ft(y) <

7M + 1; and∀t ∈ {j + 1, . . . , n}, 7M + 1 < ft(y);
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• z: ∀t ∈ {1, . . . , i − 1}, 2M < ft(z) < 3M ; fi(z) = 3M + 2; ∀t ∈
{i + 1, . . . , j − 1}, 6M < ft(z) < 7M ; fj(z) = 7M + 3 and∀t ∈ {j +
1, . . . , n}, 10M < ft(z) < 11M .

Iϕ(x, y) holds sincefi(x) = 3M + 1 < 3M + 3 < fi(y) andfj(y) < 7M +1 <

7M + 2 = fj(x); Iϕ(y, z) holds sincefj(y) < 7M + 1 < 7M + 3 = fj(z)
andfi(z) = 3M + 2 < 3M + 3 < fi(y); Pϕ(z, x) since by construction∀i ∈
{0, . . . , n}, fi(x) < fi(z). ThereforeIϕ is not transitive. �

This result shows that within our framework, the structuresbeing defined by com-
paring the positions of two different points of the real linehave an intransitive
indifference relation. Such a result is not surprising since the numerical represen-
tation of a large number of preference structures known in the literature as having
intransitive indifference uses intervals. This is the casewith semiorders, interval
orders, split interval orders, etc (see below for definitions).

Propositions 9 and 10 show how weak orders are obtained in ourframework.

Definition 8 A binary relationP ∪ I is a weak order if and only ifP is transitive,
I is reflexive and transitive andP ∪ I is complete.

We have the reflexivity ofIϕ and the completeness ofPϕ ∪ Iϕ by construction.

Corollary 1 Let Pϕ andIϕ be respectively the preference and the indifference re-
lation obtained by applying a simple decision rule as described in definition 6. Let
Cpϕ be the component set associated to the decision rule.Pϕ ∪ Iϕ is a weak order
if and only if

∃i ∈ {1, . . . , n}, Cpϕ = {(i, i)} (14)

Such a result allows for the existence of different rules leading to weak orders when
n-points intervals are used. The following assertion is easily verified.

Proposition 11 Letm be the number of differentϕ whenn-point intervals are used
such thatPϕ ∪ Iϕ is a weak order, then

m = n. (15)

For instance, with 2-point intervals there exist two ways for obtaining weak orders:
Cpϕ = {1, 1} andCpϕ = {2, 2} (for more details see Section 5).

Another class of ordered sets is that of interval orders for which indifference is not
transitive. A couple of relations(P, I) (forming a preference structure) has to fulfill
the Ferrers property (see [24]) in order to be an interval order.

Definition 9 A binary relationR has the Ferrers property, and we all it a Ferrers
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relation, if and only if

∀x, y, z, t ∈ A, R(x, y) ∧ R(z, t) =⇒ R(x, t) ∨ R(z, y) (16)

One can also give an alternative characterization of a Ferrers relation using its sep-
aration on symmetric and asymmetric relation:

Theorem 1 LetR be a binary relation andP (respectivelyI) the asymmetric (resp.
the symmetric) part ofR, then the two following sentences are equivalent:

i. R is a Ferrers relation
ii. ∀x, y, z, t ∈ A, P (x, y)∧I(y, z)∧P (z, t) =⇒ P (x, t) (we denote it byP.I.P ⊂

P ).

The asymmetric part of a Ferrers relation is transitive.

Proposition 12 LetR be a Ferrers relation andP (respectivelyI) the asymmetric
(resp. the symmetric) part ofR, then relationP is transitive.

Proof.
Since the identity relation is included inI, we have∀x, y, z ∈ A, P (x, y)∧I(y, y)∧
P (y, t) =⇒ P (x, z) �

The following result provides a characterization of a Ferrers relation within our
framework.

Proposition 13 Let Pϕ and Iϕ be binary relations obtained by applying a simple
decision rule as described in definition 6 andCpϕ be the corresponding component
set.Pϕ ∪ Iϕ is guaranteed to be a Ferrers relation on all sets ofn-point intervals if
and only if

|Cpϕ| = 1 (17)

Proof.
The proof of this result follows from lemmas 3 and 4 below:

If |Cpϕ| = 1 thenPϕ.Iϕ.Pϕ ⊂ Pϕ: see lemma 3

If Pϕ.Iϕ.Pϕ ⊂ Pϕ then|Cpϕ| = 1: see lemma 4.

Lemma 3 Let Pϕ andIϕ be binary relations obtained by applying a simple deci-
sion rule as described in definition 6 andCpϕ be the corresponding component set
then

if |Cpϕ| = 1 thenPϕ.Iϕ.Pϕ ⊂ Pϕ. (18)
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Proof.:
If |Cp| = {i, j} then∀x, y Pϕ(x, y) ⇐⇒ fi(y) < fj(x) andIϕ(x, y) ⇐⇒ (fi(y) ≥
fj(x)) ∧ (fi(x) ≥ fj(y)).

Let x, y, z, t be fourn-point intervals withPϕ(x, y), Iϕ(y, z) andPϕ(z, t) then:

Pϕ(x, y) ⇐⇒ fi(y) < fj(x),

Iϕ(y, z) ⇐⇒ (fi(y) ≥ fj(z)) ∧ (fi(z) ≥ fj(y)) ,

Pϕ(z, t) ⇐⇒ fi(t) < fj(z).

These inequalities yield:fi(t) < fj(z) ≤ fi(y) < fj(x), hence we obtainfi(t) <

fj(x) which is equivalent toPϕ(x, t).

As a conclusion we have:(Pϕ(x, y) ∧ Iϕ(y, z) ∧ Pϕ(z, t)) =⇒ Pϕ(x, t). This com-
pletes the proof. �

Lemma 4 Let Pϕ andIϕ be binary relations obtained by applying a simple deci-
sion rule as described in definition 6 andCpϕ be the corresponding component set
then

if |Cpϕ| ≥ 2 thennot (Pϕ.Iϕ.Pϕ ⊂ Pϕ) . (19)

Proof.:
Let Pϕ be a binary relation defined as :

∀x, y Pϕ(x, y) ⇐⇒
∧

(i,j)∈Cpϕ
fi(y) < fj(x) where|Cpϕ| ≥ 2.

We analyze two cases:∃(i, j) ∈ Cpϕ, i < j and∀(i, j) ∈ Cpϕ, i ≥ j.

- If ∃(i, j) ∈ Cpϕ, such thati < j then the preference relationPϕ is not transitive
(see proposition 9). Using Proposition 12 we conclude thatPϕ ∪ Iϕ is not Ferrers.

-If ∀(i, j) ∈ Cpϕ, i ≥ j: using (10), we have

∀x, y Iϕ(x, y) ⇐⇒
∨

(i,j),(l,m)∈Cpϕ

(fl(y) ≥ fm(x) ∧ fi(x) ≥ fj(y)).

Since|Cpϕ| ≥ 2, ∃(i, j), (l, m) ∈ Cpϕ where(i, j) 6= (l, m), fl(x) ≥ fm(y) ∧
fi(y) ≥ fj(x) =⇒ Iϕ(x, y).
We suppose here that we havej ≤ i < m ≤ l (the proof of the casej < m < i < l,
being similar, is omitted). For a positive realM large enough, letw, x, y, z be four
n-point intervals such that
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• w: ∀t ∈ {1, . . . , i}, M < ft(w) < 2M ; ∀t ∈ {i + 1, . . . , n}, 5M < ft(w) <

6M ;
• x: ∀t ∈ {1, . . . , m−1}, 0 < ft(x) < M ; ∀t ∈ {m, . . . , n}, 4M < ft(x) < 5M ;
• y: ∀t ∈ {1, . . . , n}, 3M < ft(y) < 4M ;
• z: ∀t ∈ {1, . . . , n}, 2M < ft(z) < 3M .

These four intervals satisfy the following relations:

• Pϕ(w, x): Indeedϕt(w, x) = n − m for all t ≤ i andϕt(w, x) = 0 for all t > i.
Usingϕ′ in lemma 2, yieldsϕ(w, x) � ϕ′ � ϕ, hencePϕ(w, x).

• Iϕ(x, y) sincefm(y) < fl(x) (3M < fm(y) < 4M , 4M < fl(x) < 5M) and
fj(x) < fi(y) (0 < fj(x) < M , 3M < fi(y) < 4M).

• Pϕ(y, z) since∀t ∈ {1, n}, fn(z) < ft(y);
• ¬Pϕ(w, z) sincefm(z) < fl(w) (2M < fm(z) < 3M , 5M < fl(w) < 6M) and

fj(w) < fi(z) (M < fj(w) < 2M , 2M < fi(z) < 3M). �

We are able now to characterize an interval order. First, we recall the definition of
an interval order.

Definition 10 A binary relationP ∪ I is an interval order if and only ifP ∪ I is
reflexive, complete and Ferrers.

Corollary 2 Let Pϕ andIϕ be respectively the preference and the indifference re-
lation obtained by applying a simple decision rule as described in definition 6. Let
Cpϕ be the component set associated to the decision rule.Pϕ ∪ Iϕ is guaranteed to
be an interval order if and only if

|Cpϕ| = 1 (20)

As in the case of weak orders, depending on the valuen, an interval order can have
more than one representation.

Proposition 14 The numberm of relative positionsϕ yielding a preference struc-
turePϕ ∪ Iϕ that is an interval order is

m =
n(n − 1)

2
(21)

Proof. If |Cpϕ| = 1 (|Cpϕ| = {i, j}) theni ≤ j (see Proposition 7). SinceCpϕ

can be any pair(i, j) with i < j, the numberm of suchCpϕ is the number of
manners of selecting two numbers from a set ofn numbers, i.e.m = n(n−1)

2
�

In the next two sections we analyze simple preference rules that can be applied
when 2-point and 3-point intervals are used. Section 5 is devoted to 2-point in-
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tervals and Section 6 to 3-point intervals. In each section we analyze in turn all
simple preference rules satisfying our axioms, describe the corresponding prefer-
ence structure and formulate comments. As will be shown, some new preference
structures, such as triangle orders, bi-weak orders, etc.,will appear in these sections
and will receive a characterization in our framework.

5 2-point intervals

In this section we present a complete analysis of 2-point intervals within our frame-
work. With 2-point intervals there are 6 relative positions(see Proposition 3), pre-
sented in Figure 8. Figure 9 shows the graph of the cover relation of � between
these six relative positions.

x

f1(x) f2(x)

P(2,2)(x, y) :
f1(y) f2(y)

P(2,1)(x, y) :
f1(y) f2(y)

P(2,0)(x, y) :
f1(y) f2(y)

P(1,1)(x, y) :
f1(y) f2(y)

P(1,0)(x, y) :
f1(y) f2(y)

P(0,0)(x, y) :
f1(y) f2(y)

Fig. 8. Relative positions of2-point intervals

From these six relative positions fourPϕ satisfy our axiomatisation (see Proposi-
tion 8):P(0,0), P(1,0), P(1,1) andP(2,0). These ones correspond to three different well
known preference structures: interval orders, weak ordersand bi-linear orders.

Weak orders are very commonly used structures. Their caracterisation in term of
necessary and sufficient properties of preference and indifference relations is given
in Definition 8. Their classical numerical representation makes use of simple num-
bers:P ∪ I on A is aweak orderif and only if there exists a real-valued function
f defined onA such that∀x, y ∈ A, xPy ⇐⇒ f(x) > f(y). Their difference
from linear orders (total orders) comes from the fact that weak orders may have
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(0, 0)

(1, 0)

(2, 0) (1, 1)

(2, 1)

(2, 2)

Fig. 9. Graph of the cover relation of� for 2-point intervals

equivalence classes (two different objects may be considered as indifferent) which
is forbidden in the case of linear orders. Note that in our framework where each
object ofA is represented by ann-point interval, the characterisation of weak or-
ders is as in the following:∀ϕ, (∀A, Pϕ ∪ Iϕ on A is a weak order) if and only
if ∃i ∈ {1, . . . , n}, Cpϕ = {(i, i)} (see Corollary 1). This result shows that
when 2-point intervals are used, there are two different comparison rules provid-
ing a weak order, the corresponding component sets beingCp(1,1) = {1, 1} and
Cp(2,0) = {2, 2}. The first one consists in comparing the minimum values of ob-
jects; the second one the maximum values of objects.

Bi-weak orders are also known structures. They are defined asthe intersection of
two weak orders and are equivalent to bilinear orders (the interested reader may find
more details in [11]). Their classical numerical characterisation is the following :
P ∪ I on A is abi-weak orderif and only if there exist two real-valued functions
f1andf2 defined onA such that

∀x, y ∈ A, xPy ⇐⇒











f1(x) > f1(y)

f2(x) > f2(y)

The reader will note that in such a definition the two functionsf1 andf2 do not nec-
essary represent an interval since they are not ordered (we do not know their rela-
tive position). Such an ambiguity can be easily resolved thanks to an old theorem of
Dushnik and Miller ([9]). We present in the following the interval characterisation
of such structures, an interested reader may find more details in [19].

Theorem 2 [9] A relation P ∪ I on a finite setA is a biweak order if and only if
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there exist two real-valued functionsf1 andf2 on A such that


























∀x, y ∈ A, xPy ⇐⇒











f2(x) > f2(y),

f1(x) > f1(y),

∀x, f2(x) ≥ f1(x).

This comparison rule is the one represented byCp(1,0) = {(1, 1), (2, 2)}. It means
that when 2 point-intervals are used, the objectx is preferred to objecty if and only
if its minimum value is greater than the minimum value ofy and its maximum
value is greater than the maximum value ofy. The following result generalises the
characterisation of bi-weak orders in the case ofn-point intervals (such a result will
be useful for the following section).

Proposition 15 Let Pϕ andIϕ be respectively the preference and the indifference
relation obtained by applying a simple decision rule as described in definition 6.
LetCpϕ be the component set associated to the decision rule.Pϕ ∪ Iϕ is a bi-weak
order if and only if∃i, j ∈ {1, . . . , n}, Cpϕ = {(i, i), (j, j)}

Proof: obvious.

Proposition 16 Let m be the number of differentCpϕ characterising a bi-weak
order as in Proposition 15 whenn-point intervals are used. Then

m =

(

n

2

)

(22)

Proof: obvious.

Hence, when 2-point intervals are used in our framework, theonly comparison rule
providing necessarily a bi-weak order isCpϕ = {(1, 1), (2, 2)}.

Interval orders were introduced in preference modelling inorder to have a repre-
sentation in presence of a threshold: objectx is preferred to objecty if and only
if the evaluation ofx is greater than the evaluation ofy plus a threshold. The in-
troduction of such thresholds violates transitivity of theindifference relation. The
characterisation of interval orders by necessary and sufficient properties is given
in Definition 10. We present here their numerical representation: P ∪ I onA is an
interval orderif there exists two real-valued functionsf1 andf2, defined onA such

that











∀x, y ∈ A, xPy ⇐⇒ f1(x) > f2(y)

∀x ∈ A, f2(x) > f1(x)

We showed in Section 4 that∀ϕ, (∀A, Pϕ ∪ Iϕ on A is an interval order) if and
only if |Cpϕ| = 1 (see Proposition 13). There are three comparison rules satisfying
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this affirmation:Cp(1,1) = {1, 1}, Cp(2,0) = {2, 2} andCp(0,0) = {2, 1}. The first
two ones are weak orders which are special cases of interval orders (interval orders
with a threshold equal to 0) and the last one is a proper interval order,i.e. if this
comparison rule is used one can always find a set of objects which is not a weak
order but an interval order.

Summarising, when 2-point intervals are used, it is possible to define four different
comparison rules satisfying our axioms and from these four rules three different
preference structures may be obtained which are weak orders, bi-weak orders and
interval orders (see Table 2).

Preference Structure〈Pϕ, Iϕ〉 interval representation

Interval Orders Cp(0,0) = {(1, 2)}

Weak Orders
Cp(2,0) = {(2, 2)}

Cp(1,1) = {(1, 1)}

Bi-Weak Orders Cp(1,0) = {(1, 1), (2, 2)}

Table 2
Preference structures with2-point interval representation

6 3-point intervals

In this section we present a complete analysis of 3-point intervals within our frame-
work (a brief presentation of these results can be found in [20]). With 3-point in-
tervals there are 20 relative positions (see Proposition3)which are presented in two
separated figures (figures 10, 11). The separation is done in away that thekth rela-
tive position of the figure 11 corresponds to the converse of thekth relative position
of the figure 10 (when the two compared 3-point intervals do not have any point
in common) and each relative position is stronger than or incomparable with the
relative positions which are presented above it. Figure 4 inSection 2 presents the
graph of the cover relation of� between these twenty relative positions.

From these twenty relative positions only fifteenPϕ satisfy our axiomatisation
(see Proposition 8):P(0,0,0), P(1,0,0), P(1,1,0), P(2,0,0), P(1,1,1), P(2,1,0), P(2,2,0), P(2,1,1),
P(2,2,1), P(2,2,2), P(3,0,0), P(3,1,0), P(3,2,0), P(3,1,1) andP(3,3,0). These ones correspond
to seven different preference structures: weak orders, bi-weak orders, three-weak
orders, interval orders, split interval orders, triangle orders and structures with in-
transitive strict preference.

As in the previous section, we will analyse one by one these seven structures: we
will introduce first of all their definition and their classical numerical represen-
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x

f1(x) f3(x)f2(x)

P 3
(2,2,2)(x, y) :

f1(y) f3(y)f2(y)

P 3
(2,2,1)(x, y) :

f1(y) f3(y)f2(y)

P 3
(2,1,1)(x, y) :

f1(y) f3(y)f2(y)

P 3
(2,2,0)(x, y) :

f1(y) f3(y)f2(y)

P 3
(2,1,0)(x, y) :

f1(y) f3(y)f2(y)

P 3
(1,1,1)(x, y) :

f1(y) f3(y)f2(y)

P 3
(2,0,0)(x, y) :

f1(y) f3(y)f2(y)

P 3
8(1,1,0)(x, y) :

f1(y) f3(y)f2(y)

P 3
(1,0,0)(x, y) :

f1(y) f3(y)f2(y)

P 3
(0,0,0)(x, y) :

f1(y) f3(y)f2(y)

Fig. 10. Relative positions of3-points intervals: part 1

tation, then show their characterization within our framework and conclude with
some remarks.

The definition, the classical numerical representation andthe characterisation in our
framework of weak orders, bi-weak orders and interval orders are already given in
Section 5.
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x

f1(x) f3(x)f2(x)

P 3
(3,0,0)(x, y) :

f1(y) f3(y)f2(y)

P 3
(3,1,0)(x, y) :

f1(y) f3(y)f2(y)

P 3
(3,2,0)(x, y) :

f1(y) f3(y)f2(y)

P 3
(3,1,1)(x, y) :

f1(y) f3(y)f2(y)

P 3
(3,2,1)(x, y) :

f1(y) f3(y)f2(y)

P 3
(3,3,0)(x, y) :

f1(y) f3(y)f2(y)

P 3
(3,2,2)(x, y) :

f1(y) f3(y)f2(y)

P 3
(3,3,1)(x, y) :

f1(y) f3(y)f2(y)

P 3
(3,3,2)(x, y) :

f1(y) f3(y)f2(y)

P 3
(3,3,3)(x, y) :

f1(y) f3(y)f2(y)

Fig. 11. Relative positions of3-points intervals: part 2

6.1 Weak, Bi-weak and Interval Orders

When 3-point intervals are used, three different comparison rules provide weak or-
ders, these are given byCp(3,3,0) = {(3, 3)}, Cp(3,1,1) = {(2, 2)} andCp(2,2,2) =
{(1, 1)}. They consist respectively in comparing objects with respect to their max-
imum (resp. their median, their minimum) values.
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Bi-weak orders are represented by three comparison rules when 3-point intervals
are used:Cp(3,1,0) = {(2, 2), (3, 3)}, Cp(2,1,1) = {(1, 1), (2, 2)} andCp(2,2,0) =
{(1, 1), (3, 3)}. For instance the first one consists in saying that objectx is prefered
to objecty if and only if the median value ofx is greater than the median value of
y and the maximum value ofx is greater than the maximum value ofy.

When objects are presented by three ordered points three comparison rules pro-
vide interval orders (except the ones which provide weak orders which are special
cases of interval orders):Cp(0,0,0) = {(3, 1)}, Cp(3,0,0) = {(3, 2)} andCp(1,1,1) =
{(2, 1)}. It is easy to notice that all comparisons of type “objectx is prefered to
objecty if and only if theith evaluation ofx is greater than thejth evaluation ofy
(j being greater thani) ” ( i.e., comparing the minimum value ofx with the medium
or maximum value ofy or comparing the medium value ofx with the maximum
value ofy) produce an interval order.

6.2 3-Weak Orders

Three-weak orders generalise bi-weak orders (for more details see [18]). They are
defined as the intersection of three weak orders. Their classical numeric represen-
tation makes use of three functions as follows:P ∪I onA is a3-weak orderif there
exist three real-valued functionsf1, f2 andf3 defined onA such that



























∀x, y ∈ A, xPy ⇐⇒



























f1(x) > f1(y),

f2(x) > f2(y),

f3(x) > f3(y).

(23)

As in the case of bi-weak orders, such a representation does not necessary results
to an interval since the order betweenf1(x), f2(x) andf3(x) is not fixed. Naturally,
one can find easily an interval representation for such structures (this can be seen
as a generalisation of the theorem of Dushnik and Miller [9]):

Proposition 17 P ∪ I on a finite setA is a three-week order if and only if there
exist three real-valued functionsf1, f2 andf3 on A such that







































∀x, y ∈ A, xPy ⇐⇒



























f3(x) > f3(y),

f2(x) > f2(y),

f1(x) > f1(y),

∀x, f3(x) ≥ f2(x) ≥ f1(x).

(24)
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Proof.
- (24 =⇒ 23): Obvious.
- (23 =⇒ 24): Supposing that there exist 3 real-valued functionsfi (i ∈ {1, 2, 3}),
defined on A, such that,∀x, y ∈ A, xPy ⇐⇒ ∀i ∈ {1, 2, 3}, fi(x) > fi(y), we
will show that one can always find3 real-valued functionsf ′

i (i ∈ {1, 2, 3}) defined
onA satisfying (24).

We define a constantM such thatM = maxi maxx∈A |fi(x)| (A is a finite set)
and we define∀x ∈ A, f ′

i(x) = fi(x) + i × (2M). It is easy to see thatfi(x) >

fi(y) ⇐⇒ f ′
i(x) > f ′

i(y).

For the second inequality of the proposition, we havef ′
i+1(x)− f ′

i(x) = fi+1(x)−
fi(x)+2|M | and2|M | ≥ fi+1(x)−fi(x) by definition. Hence we obtain∀x, ∀i ∈
{1, 2}, f ′

i+1(x) ≥ f ′
i(x). �

Hence when each object is represented by three ordered points, there is one com-
parison rule providing a 3-weak order :Cp(2,1,0) = {(1, 1), (2, 2), (3, 3)}.

The following result generalises the characterisation of 3-weak orders in the case
of n-point intervals.

Proposition 18 Let Pϕ andIϕ be respectively the preference and the indifference
relation obtained by applying a simple decision rule as described in definition 6.
Let Cpϕ be the component set associated to the decision rule.Pϕ ∪ Iϕ is a three-
weak order) if and only if∃i, j, k ∈ {1, . . . , n}, Cpϕ = {(i, i), (j, j), (k, k)}

Proof: obvious.

Figure 12 illustrates the presentation of a 3-weak order.

y

x

xPy

Three-weak order

Fig. 12.d-weak order

Proposition 19 Let m be the number of differentCpϕ characterizing a3-weak
order as in Proposition 18 whenn-point intervals are used, then

m =

(

n

3

)

(25)
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Proof. Obvious. �

6.3 Triangle Orders

Triangle orders are defined as the intersection of a weak order and an interval order.
Their classical numeric representation is as in the following: P ∪ I on a finite set
A is a triangle order if and only if there exist2 real-valued functionsfi (i ∈ {1, 2})
defined onA and one nonnegative functionq on the setA such that

∀x, y ∈ A, xPy ⇐⇒











f1(x) > f1(y),

f2(x) > f2(y) + q(y).
(26)

Using a similar approach to the case of3-weak orders, one can propose easily an
interval representation for triangle orders.

Proposition 20 P ∪ I on a finite setA is a triangle order if and only if there exist
3 real-valued functionsfi (i ∈ {1, 2, 3}) defined on A, such that



























∀x, y ∈ A, xPy ⇐⇒











f1(x) > f1(y),

f2(x) > f3(y),

∀x, ∀i ∈ {1, 2}, fi+1(x) ≥ fi(x).

(27)

Proof.
-(27 =⇒ 26): Suppose that there exist3 real-valued functionsfi (i ∈ {1, 2, 3})
defined onA satisfying the assertion 27. One can always define2 real-valued func-
tionsf ′

i (i ∈ {1, 2}) and one nonnegative functionq on the setA such that∀x ∈ A,
f ′

1(x) = f1(x), f ′
2(x) = f2(x) andq(x) = f3(x) − f2(x). These functions satisfy

the assertion 26.
-(26 =⇒ 27): Suppose that there exist2 real-valued functionsfi (i ∈ {1, 2}) and
one nonnegative functionq on the setA satisfying the assertion 26. Let us define
three real-valued functionsf ′

i (i ∈ {1, 2, 3}) defined on A, such that∀x,

- f ′
i(x) = fi(x) + i|M |, ∀i ∈ {1, 2},

- f ′
3(x) = f2(x) + 2|M | + q(x)

whereM = 2 × maxi maxx(fi(x)). Hence,∀x, y, (f1(x) > f1(y) andf2(x) >

f2(y) + q(y)) is equivalent to (f ′
1(x) > f ′

1(y) andf ′
2(x) > f ′

3(y)).
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The last inequality of 27 is also satisfied since

- ∀x, f ′
2(x) − f ′

1(x) = f2(x) − f1(x) + |M | and by definition ofM , ∀x, f2(x) −
f1(x) ≤ |M |;

-∀x, f ′
3(x) − f ′

2(x) = q(x) andq is a nonnegative function. �

Such a representation is an interval one since the points areordered, moreover it is
a geometrical one : placing the minimum values of objects on one line (real axis)
and the median and the maximum values on another one, each object gets a triangle
representation as in Figure 13. When the orientation of these two lines are from left
to right a triangle order consists in saying that objectx is preferred to objecty if
and only if its associated triangle is completely on the right of the triangle ofy.
Figure 13 illustrates such a preference relation.

f2(y) f3(y)f2(x) f3(x)

f1(y) f1(x)

xPy

Fig. 13. Triangle Order

Remark that our proposition provides triangles oriented tothe left. However, other
representations where triangles are oriented to the right can provide identical or-
dered sets.

Proposition 21 P ∪ I on a finite setA is a triangle order if and only if there exist
3 real-valued functionsfi (i ∈ {1, 2, 3}) defined on A, such that



























∀x, y ∈ A, xPy ⇐⇒











f3(x) > f3(y),

f1(x) > f2(y),

∀x, ∀i ∈ {1, 2}, fi+1(x) ≥ fi(x).

(28)

Proof. Similar to the proof of Proposition 20. �

Note that even if the comparisonCpϕ = {2, 2} provides a weak order and the com-
parisonCpϕ = {1, 3} provides an interval order, their intersection gives an interval
order (note that interval orders are special cases of triangle orders) which corre-
sponds to the comparison ruleCpϕ = {1, 3} since∀x, y, (f3(y) < f1(x)) =⇒
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(f2(y) < f2(x)). This special case shows that one can not haveCpϕ = {(i, i), (j, k)},
with j > i > k since the couple(i, i) is redundant with the couple(j, k).

Propositions 20 and 21 show that when 3-point intervals are used two comparison
rules provide triangle orders:Cp1,1,0 = {(2, 1), (3, 3)}andCp(2,0,0) = {(1, 1), (3, 2)}.
Such representations can be easily generalized in the case of n-point intervals:

Proposition 22 Let Pϕ andIϕ be respectively the preference and the indifference
relation obtained by applying a simple decision rule as described in definition 6.
LetCpϕ be the component set associated to the decision rule.Pϕ ∪ Iϕ is a triangle
order) if and only if ∃(i, j, k), Cpϕ = {(i, i), (j, k)}, wherej > k > i or i > j >

k .

Proof. Obvious.�

Proposition 23 Let m be the number of differentCpϕ characterizing a triangle
order as in Proposition 22 whenn-point intervals are used, then

m =
n(n2 − 3n + 2)

3
(29)

Proof. Recall that a triangle order is an intersection of a weak order and an interval
order. Let us fix toi the point establishing the weak order part as in Proposition
22. Then the points related to the interval order part ((j, k) ∈ Cpϕ) can be either to
the right of this point (there aren − i points to the right ofi), in this case we have
(n−i)(n−i−1)

2
possibilities forj andk (see Proposition 14) or to the left ofi (there

arei − 1 points to the left ofi) and in this case we have(i−1)(i−2)
2

possibilities for
j andk. Summing this value for alli we get

∑n
i=1(

(n−i)(n−i−1)
2

) + ( (i−1)(i−2)
2

). This

is equal to1
2

∑n
i=1(n

2 − n + 2) − (2n + 2)i + 2i2. Using
∑n

i=1(i
2) = n(n+1)(2n+1)

6
,

we obtainn(n2−3n+2)
3

. �

6.4 Split Interval Orders

Split interval orders are especially studied in mathematics ([13], [17], [30]) and
allow the representation of sophisticated preferences. Their numerical representa-
tion is the following:P ∪ I is a split interval order if and only if there exist three
real-valued functionsf1, f2 andf3 defined onA such that
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

























∀x, y ∈ A, xPy ⇐⇒











f1(x) > f2(y),

f2(x) > f3(y),

∀x ∈ A, f3(x) ≥ f2(x) ≥ f1(x)

(30)

Some instances of the preference and indifference relations of a split interval order
are illustrated in figure 14. This example is proposed by Fishburn in his paper [11].

d

c e

b

a

f1(x) f3(x)

f1(y) f3(y)

xPy, aPbPcPe, dPcPe andI otherwise

Fig. 14. Split Interval Order

Hence when 3-point intervals are used there is one comparison rule satisfying for-
mula 30:Cpϕ = {(3, 2), (2, 1)} associated to the preferenceP(1,0,0). More gener-
ally, whenn-point intervals are used, we get the following characterisation.

Proposition 24 Let Pϕ andIϕ be respectively the preference and the indifference
relation obtained by applying a simple decision rule as described in definition 6.
Let Cpϕ be the component set associated to the decision rule.Pϕ ∪ Iϕ is a split
interval order if and only if∃(i, j, k), Cpϕ = {(i, j), (j, k)}, wherei > j > k.

Proof. Obvious. �

Proposition 25 Let m be the number of differentCpϕ characterising a triangle
order as in Proposition 24 whenn-point intervals are used, then

m =
n(n − 1)(n − 2)

6
(31)

Proof. Once again we fix the pointi of Proposition 24. Then there are
∑n−1−i

t=1 t

possibilities forj andk. Summing for all the positions ofi we get
∑n−2

i=1

∑n−1−i
t=1 t.

This is equal to
∑n−2

i=1 (i(n−i−1)) which gives(n−1)(n−2)(n−1)
2

− (n−2)(n−1)(2(n−2)+1)
6

.

Hence we obtain= n(n−1)(n−2)
6

. �
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6.5 Intransitive Preferences

We have analysed for the moment thirteen comparison rules among the fifteen al-
lowed in our framework; the two remaining ones areCpϕ = {(3, 3), (2, 1)} and
Cpϕ = {(1, 1), (2, 3)}. Such rules provide intransitive preference relations (see
Proposition 9). These rules seem to be constructed as the intersection of two rules,
the first one providing a weak order ((3, 3) ∈ Cpϕ or (1, 1) ∈ Cp ), and the second
one ((2, 1) ∈ Cpϕ or (2, 3) ∈ Cp ) providing the non transitivity of the preference
relation. Remark that the second rule can not be used alone within our framework
since it violates the asymmetry of the preference relation.Even if preference struc-
tures having a non transitive strict preference seem marginal, they are used in some
special domains (for instance in biology when cellules are compared or in chem-
istry when the connection between molecules are analysed).The comparison rule
consisting in associating a circle representation to each object and saying that an
object is preferred to another one if and only if the circle representing the first object
is completely to the right of the circle representing the second one (circles may have
different diameters) provides structures with non transitive preference relation ([1],
[2]). More generally, whenn-point intervals are used, the comparison rules simi-
lar to these two ones have the following component set:Cpϕ = {(i, i)(k, l)} with
i > k > l or i < k < l. The number of comparison rules having such component
set whenn-point intervals are used is

∑n
i=1(

(n−i)(n−i−1)
2

) + ( (i−1)(i−2)
2

) which is

equivalent ton(n2−3n+2)
3

(the computation of this number is similar to the case of
triangle orders, see proof of Proposition 23).

Table 3 summarises the different comparison rules that can be applied when 3-point
intervals are used.

Some preference structures are special cases of other ones,for instance weak orders
may be seen as interval orders with a threshold equal to 0. Under such a perspective
each weak order can be seen as an interval order but not the contrary. Thus, we can
consider an inclusion relation between different structures. In Figure 15 each box
represents one preference structure, these boxes are partially ordered by inclusion
from top to bottom according to the arrows. Such inclusions are either obvious or
known from the literature ([5], [11]). However, a complete study of this relation is
beyond the scope of this paper and will be left for future work.

7 Conclusion

Handling imprecise, inaccurate and uncertain informationis a common problem
both in human reasoning and in automatic devices aiming at supporting decision
processes and more generally when information is manipulated. One way to take
into account such type of information is under form of intervals who are expected to

37



Preference Structure 〈Pϕ, Iϕ〉 interval representation

Weak Orders

Cp(3,3,0) = {(3, 3)}

Cp(3,1,1) = {(2, 2)}

Cp(2,2,2) = {(1, 1)}

Bi-weak Orders

Cp(3,1,0) = {(2, 2), (3, 3)}

Cp(2,1,1) = {(1, 1), (2, 2)}

Cp(2,2,0) = {(1, 1), (3, 3)}

Three-Weak Orders Cp(2,1,0) = {(1, 1), (2, 2), (3, 3)}

Interval Orders

Cp(0,0,0) = {(3, 1)}

Cp(3,0,0) = {(3, 2)}

Cp(1,1,1) = {(2, 1)}

Split Interval Orders Cp(1,0,0) = {(3, 2), (2, 1)}

Triangle Orders
Cp(1,1,0) = {(2, 1), (3, 3)}

Cp(2,0,0) = {(1, 1), (3, 2)}

Structures with nontransitive preference
Cp(3,2,0) = {(3, 3), (1, 2)}

Cp(2,2,1) = {(1, 1), (2, 3)}

Table 3
Preference structures with3-point interval representation

represent the lower and upper bound of the possible values ofa variable, a time or
space interval, a gap, an error. Intervals allow also to capture a limited discrimina-
tion power such that in order to distinguish two objects we need to use a threshold
(when measuring a certain feature).

Although the concept of “interval” is naturally associatedwith an interval of the
reals, defined by the two extreme values, there exist situations where more than
two values are associated with the same object. For instanceconsider a variable
where we know its lowest possible value, its greatest possible value, but also the
one more likely to occur (3 values). Or consider the case where the two extremes
of the interval are imprecisely known: we have a lower and an upper bound for
the minimum value and a lower and an upper bound for the maximum (4 values).
In order to study systematically the problem of how to compare intervals we first
generalize the concept itself of interval as a vector ofn ordered real numbers, what
we call a “n-points interval”.

In this paper we propose a general framework about intervalscomparison aiming
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Weak orders.

Interval orders.Bi-weak orders

Three-weak orders Triangle orders Split interval orders

Fig. 15. Inclusions between structures obtained by comparison rules on 2 and 3-point inter-
vals

at producing a classic preference model. The problem has twoaspects.
1. On the one hand we want to know all different ways to comparen-points inter-
vals in order to obtain a〈P, I〉 preference structure (P being asymmetric,I being
symmetric, and both forming a partition ofA × A).
2. On the other hand we want know, given a set of preference statements of an
agent, to what type of preference structure do these correspond and in case it turns
out that intervals have to be used in order to obtain a numerical representation, what
type of intervals should be considered?

In the paper we first consider the problem of coding the comparison information
in a compact way. It turns out that all the information we needis the “relative po-
sition” of two intervals (intuitively showing how “far” is the actual position of the
two intervals w.r.t. to complete disjunction: one intervalcompletely on the right of
the other). Such a difference can be captured by a binary relation “at least as strong
as” providing a partial order among all possible relation positions with complete
disjunction as the maximal element. This binary relation defines a complete and
distributive lattice on the set of all relative positions. We also show that it is pos-
sible to code the information about relative positions in a compact way through
the “component set” associated with each relative position(where all redundant
information is discarded).
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Having defined the tools allowing to conduct a study of intervals comparison we
impose the necessary requirements in order to identify within the lattice of rela-
tive positions all possible relations establishing〈P, I〉 preference structures. These
correspond to sub-lattices which have a unique lower bound (the upper bound be-
ing always the strongest position: complete disjunction).The particular structure of
the lattice is such that the relationP corresponds to the lower bound of the sub-
lattice, the inverse relationP−1 corresponds to the upper bound of the symmetric
complement of the sublattice,I being the rest.

With such definitions it has been possible to conduct an exhaustive study of 2-
points and 3-points intervals comparison, summarized in Tables 2 and 3. It turns out
that the comparison of 2-points intervals allow to establish 3 different preference
structures: 2 types of weak orders, a bi-weak order and an interval order. The use
of 3-points intervals allows to establish 7 types of preference structures: 3 types
of weak orders, 3 types of bi-weak orders, 3 types of intervalorders, a 3-weak
order, a split-interval order, a triangle order and 2 types of intransitive preference
structures. In the paper we show the equivalences between the usual definitions of
such preferences structures, their numerical representation and the properties they
characterize them. Such results confirm the descriptive power of our framework
which allows to provide a complete characterization for preference structures until
today never studied, in common with other structures well known in the literature
(for instance we are able to interpret within the same framework triangle orders and
weak orders).

The paper opens the way to several research directions. Obviously the major issue
is the to generalize the findings for genericn-points intervals identifying the reg-
ularities and invariants within our framework. Another research direction consists
in associating to then-points intervals comparison preference structures with more
than two relations of the type〈P1 · · ·Pm, I〉 wherePi are asymmetric relation and
I is symmetric and they all form a partition ofA×A. A more specific research di-
rection concerns the study of 3-points intervals and more precisely the completion
of Figure 15. It is worth to note that when using 3-points intervals we start getting
structures whose numerical representation needs possibly(triangle orders) or nec-
essary (intransitive structures) more complex geometric figures (such as triangles
or circles).

We consider that the general framework we introduced in thispaper is sufficiently
wide to allow a systematic study of any type of intervals comparison, a major prob-
lem in different areas including decision theory, computerscience and artificial
intelligence and beyond.
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