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Abstract Decision support consists in helping a decision-maker to improve his/her de-
cisions. However, clients requesting decision support are often themselves experts and
are often taken by third parties and/or the general public to be responsible for the deci-
sions they make. This predicament raises complex challenges for decision analysts, who
have to avoid infringing upon the expertise and responsibility of the decision-maker.
The case of diagnosis decision support in healthcare contexts is particularly illustra-
tive. To support clinicians in their work and minimize the risk of medical error, various
decision support systems have been developed, as part of information systems that are
now ubiquitous in healthcare contexts. To develop, in collaboration with the hospitals of
Lyon, a diagnostic decision support system for day-to-day customary consultations, we
propose in this paper a critical analysis of current approaches to diagnostic decision
support, which mainly consist in providing them with guidelines or even full-fledged
diagnosis recommendations. We highlight that the use of such decision support systems
by physicians raises responsibility issues, but also that it is at odds with the needs
and constraints of customary consultations. We argue that the historical choice to favor
guidelines or recommendations to physicians implies a very specific vision of what it
means to support physicians, and we argue that the flaws of this vision partially ex-
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plain why current diagnostic decision support systems are not accepted by physicians
in their application to customary situations. Based on this analysis, we propose that
decision support to physicians for customary cases should be deployed in an "adjustive"
approach, which consists in providing physicians with the data on patients they need,
when they need them, during consultations. The rationale articulated in this article
has a more general bearing than clinical decision support and bears lessons for de-
cision support activities in other contexts where decision-makers are competent and
responsible experts.

Keywords Decision Analysis · Decision Support Systems · Diagnostic Decision
Support Systems

1 Introduction

Decision support is an activity that consists in helping a decision-maker to improve
his/her decisions, through a better understanding of the stakes of the decisions, a
more thoughtful examination of the relevant data, or/and a more rigorous utilization
of relevant theories and practices. Decision support is usually provided upon demand,
but clients requesting decision support are often themselves knowledgeable, at least
to some extent, about the topic concerning which they ask decision support. Moreover,
clients requesting decision support are often taken by third parties and/or the general
public to be responsible for the decisions they make. In such cases, the task of the
decision analyst (or decision support provider) is delicate in the sense that s/he risks
infringing upon the expertise and responsibility of the decision-maker. The case of
attempts at providing decision support to physicians in customary consultations is
paradigmatic. Physicians are experts in medical matters and they are responsible for
the medical decisions they make, but numerous decision support tools are developed
in the literature and in practice in hospitals to provide them with decision support.
How can one make sure that these tools do not infringe upon physicians’ expertise and
responsibility? In this article, we set out to answer this question, based on a literature
review and a critical methodological analysis of medical decision support approaches.

The decision support systems that we are about to analyze here are part of the
larger set of information systems in healthcare environments, more commonly called
Health Information Systems (HISs). HISs have been developed in the last decades
mainly to support and improve healthcare processes, decisions, and outcomes of pa-
tients. Nowadays HISs are ubiquitous in hospitals and it is difficult to find a hospital
without an information system. One can distinguish, among HISs, different kinds of
systems dedicated to healthcare support. According to Shortliffe and Cimino (2014)’s
review of computer applications in healthcare, one of the first systems developed in
healthcare environments corresponded to systems allowing the recording of health-
care information. These are Electronic Health Records (EHRs), including databases,
indexing systems, and research systems using healthcare information. With a similar
objective, Computer Physician Order Entry (CPOE) (Kuperman and Gibson, 2003), are
systems developed to digitize physician’s orders.

Another subset of HISs is composed of Clinical Decision Support Systems (CDSSs)
(Musen et al., 2014; Berner, 2016). CDSSs include all kinds of tools designed to
transmit information to clinicians to help them to make decisions or simply to facilitate
their daily processes. The main objective of CDSSs is to minimize the risk of medical
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errors. CDSSs themselves include a variety of systems. Alert Systems provide alert
messages to clinicians when an emergency occurs, e.g. when a hospitalized patient
undergoes a heart attack. Alert Systems are also integrated into some CPOEs to
prevent mistakes in drug prescriptions and/or drug dosages (Van Der Sijs et al., 2006).
Reminder Systems (Garg et al., 2005) are likewise developed to avoid omission errors.

Lastly, Diagnostic Decision Support Systems (or DDSSs) are a subset of CDSSs
dedicated to providing support to physicians in their clinical diagnosis. These systems
will be our main topic in the present article. According to a recent systematic survey
of DDSSs (Yanase and Triantaphyllou, 2019), there are currently two main types of
DDSSs:

– DDSSs based on "gold standard" rules or guidelines defined by experts of the
domain or health authorities (thereafter: "Guideline-based DDSSs").
Clinical practice guidelines, including diagnostic guidelines, are lists of instructions
to follow in a specific situation. They are generally based on current best practices
and can be represented by a flowchart. Fig. 1 shows an example of a flowchart from
the MIMS website1 and based on the guidelines for diabetes treatments produced
by the UK’s National Institute for Health and Care Excellence (NICE)2. Other
examples of clinical guidelines can be found on the NICE website3, on the website
of the French "Haute Autorité de Santé" (HAS) 4 or in reports of International
Classification of Diseases (World Health Organization et al., 1992).
Guideline-based DDSSs encompass "expert systems", which integrate "gold-standard"
flowcharts/rules into their process to produce full-fledged diagnosis recommenda-
tions to physicians (Yanase and Triantaphyllou, 2019), but also systems that pre-
scribe to physicians the steps they should follow to abide by the "gold-standard"
(this is the case, for example, of the systems found on the NICE website or the
Quick Medical Reference (QMR) linked to the INTERNIST expert system (Miller
et al., 1986; Miller, 2010)).

– DDSSs based on Machine Learning (ML) algorithms, or ML-based DDSSs, are
used to support diagnoses of specific diseases, with the aim to minimize error
rates by treating large amounts of data on patients(Dua et al., 2014; Yanase and
Triantaphyllou, 2019).
ML algorithms are methods used to learn how to approximate a classification func-
tion based on a learning dataset. Classification functions could be, for example,
functions anticipating the value of an exogenous variable y depending of the value
of an endogenous variable x , or functions distinguishing pictures of healthy from
pictures of diseased organs by analyzing a matrix of pixels. ML problems are gener-
ally divided into three subclasses, depending of the degree of knowledge included in
the learning dataset: supervised learning (full knowledge), semi-supervised learn-
ing (some pieces of information are not available) and unsupervised learning (no
predefined class).
Many ML algorithms have been proposed to handle these classification problems,
from Naive Bayes algorithms to Artificial Neural Networks and Support Vector
Machine algorithms. In this paper, we used the term "ML-based DDSSs" to refer to
all the DDSSs using one of these ML algorithms.

1www.mims.co
2www.nice.org.uk/guidance/ng28
3www.nice.org.uk
4www.has-sante.fr

https://www.mims.co.uk/management-type-2-diabetes-nice-guideline/diabetes/article/891805
https://www.nice.org.uk/guidance/ng28
https://www.nice.org.uk/guidance/published?type=apg,csg,cg,mpg,ph,sg,sc
https://www.has-sante.fr/jcms/fc_2875171/fr/resultat-de-recherche-antidot-2019?typesf=guidelines
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Fig. 1 Summary of NICE’s guidance on treatment of type 2 diabetes proposed by the MIMS website1

As we will see in this paper, in their application to support customary diagnostic
decisions, these DDSSs are currently in a paradoxical situation. On the one hand, their
potential usefulness appears unquestionable, but on the other hand, they are generally
poorly accepted by physicians. In addition, the use of DDSSs raises responsibility
issues and involves patient safety risks. This paradoxical situation reflects, in our view,
the more general difficulty to provide decision support to a competent, responsible
decision-maker. By analyzing the specific case of DDSSs for customary consultations
in detail, we aim to develop a new approach to address this general difficulty. To that
end, we analyze here the reasons underlying the current failure of DDSS, and we draw
the constructive lessons from this analysis.

By tackling this issue, this article aims to contribute to a broader research program
devoted to analyzing the challenges facing decision support approaches and method-
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ologies, as developed mainly in decision sciences and operational research, when they
are applied to decisions involved in the design, implementation, and evaluation of pub-
lic policies (Tsoukiàs et al., 2013; De Marchi et al., 2016). This research program has
already produced applications to the evaluation of environmental policies (Jeanmougin
et al., 2017), the design of policy options (Ferretti et al., 2019; Pluchinotta et al., 2018,
2019), the development of methodological tools for large scale environmental policies
(Choulak et al., 2019), among others. In the wake of these contributions, we endorse
the methodological and epistemological approach clarified in Tsoukiàs et al. (2013);
Meinard and Tsoukiàs (2019); Meinard and Cailloux (2020)

Our reasoning unfolds in three steps. In section 2, we begin by reviewing historical
choices that led to the current development policy of DDSSs and past experiences in
the elaboration of DDSSs. Section 3 explores the adverse impact of HISs, CDSSs,
and DDSSs, responsibility issues raised by the use of DDSSs, as well as gaps be-
tween DDSSs’ design and the reality of customary consultations, to highlight potential
reasons behind the failure of DDSSs in these situations. Section 4 discusses the con-
ceptual approaches underlying the current DDSSs and sets out to determine which
approach should be favored in the case of customary consultations. Section 5 briefly
concludes the paper.

2 The paradoxical situation of Diagnostic Decision Support Systems

As introduced in section 1, HISs, such as EHRs and CPOEs, are now ubiquitous in
hospitals. Due to this computerization of hospitals, works on CDSSs and DDSSs to
support clinicians in their daily practices are on the rise. In this section, we develop a
brief historical review of DDSSs and of the impact of the use of CDSSs in practice.

Our analysis is buttressed on a bibliographic review of the systems that have been
developed to support physicians during consultations. In order to strengthen the purview
of our analysis, we complemented this search by exploring the literature on support
systems for clinicians in general. This analysis aims to capture the variety of systems
that have been or can be used in practice to support physicians during customary
consultations.

We made our research on PubMed with the following request: ("decision support
system" or "computer-aided" or "artificial intelligence" or "machine learning" or "expert
system") and "consultation". 393 articles were found with this request. This set of ar-
ticles was to a large extent redundant for our purposes because it contained reviews
and meta-analyses of DDSSs, their impact, and their acceptability, which synthesized
the relevant information contained in other articles of this initial set. We, therefore,
selected these reviews and meta-analyses. Because some fairly recent DDSSs might
have been ignored in these reviews and meta-analyses, we also kept papers present-
ing specific DDSSs dedicated to physicians and published after 2017. We also keept
papers including studies of the impact or acceptability of specific DDSS, because of
the central role that these notions play in our study.

Applying these criteria to the content of titles and abstracts allowed filtering out
290 articles. Applying these criteria to the full content of the remaining papers then
led to selecting 49 articles, including 12 (25%) reviews of systems used in general or
in specific healthcare contexts, 27 (55%) papers presenting specific decision support
systems (20 including clinical trials or feasibility studies), 10 (20%) studies of the
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impact of information systems on the performances of physicians, on patient safety or
on the acceptability of systems.

2.1 A loss of confidence in physicians’ diagnostic skills and know-how

According to Fieschi (1986)’s and Miller (1994)’s overviews of works on DDSSs from
1954 to 1993, early DDSSs were developed to try to reproduce, using computers, the
behavior of physicians making a diagnosis. During these early stages of the history of
DDSSs, from the 1950s to the late 1970s, most studies were devoted to representing
physicians’ behavior and possible uses of DDSSs in information systems. According to
Miller (1994), the first studies devoted to developing information systems for diagnosis
decision support purposes date back to the 1970s. In the early 1980s, the development
of DDSSs in differents medical contexts, such as psychiatry (Morelli et al., 1987)
or medical consultations (Kulikowski, 1988), was motivated by the development and
proliferation of microcomputers, but also by innovations in user interfaces and networks
systems. INTERNIST-1, developed by Miller et al. (1986), is an example of DDSSs
developed during this period. These systems were generally designed to ask questions
to physicians about the symptoms of patients in order to provide diagnostic suggestions
to physicians. This "Greek Oracle" model of DDSSs, based on the idea that DDSSs
are "magical tools" providing recommendations that physicians must follow, begun to be
deprecated in the late 1980s (Miller and Masarie Jr, 1990). In the early 1990s, most
studies on DDSSs had switched for explorations of AI methods such as neural networks
or fuzzy logic systems, proposing new approaches for diagnosis decision support (Miller,
1994).

In 2000, the Institute of Medicine published the report To Err Is Human: Building
a Safer Health System. This report, written by Donaldson et al. (2000), was a survey
of multiple studies about medical errors, concluding that between 44000 and 98000
people die each year due to preventable medical errors. For comparison, Mokdad et al.
(2004), who studied the causes of death in the U.S. in 2000, have reported an estimation
of 43000 deaths due to motor vehicle crashes, 75000 deaths due to microbial agents
and 29000 deaths due to incidents involving firearms. The To Err Is Human report
pushed patient safety to the top of the agenda for governments and national healthcare
policies.

According to Reider (2016), numerous national policies during the 2000s then set
out to improve clinical practice guidelines, to improve education on patient safety,
and to develop CDSSs. Other studies on medical and diagnosis errors, such as Leape
(2000) and Berner and Graber (2008), bolstered governments in their efforts in this
direction. Thereafter, many healthcare information systems were then developed to
prevent potential medical errors. This is the case, in particular, of reminders, alert
systems, and Guideline-based DDSSs. According to Miller (2016), at that time works
on DDSSs also increasingly aimed at supporting physicians’ diagnoses by giving them
diagnostic recommendations, partly reinstating the deprecated "Greek Oracle" model of
DDSSs.

Recent examples of Guideline-based DDSSs that were developed in this dynamic
can be found in eIMCI (Bessat et al., 2019) and the ALMANACH project (Bernasconi
et al., 2019), both dedicated to improving child health in primary care in developing
countries by providing to physicians suggestions of diagnoses or actions according
to guidelines of the Integrated Management of Childhood Illness (IMCI). The CHICA
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system (Anand et al., 2004) of Wishard Memorial Hospital in Indianapolis is another
example dedicated to supporting child health in primary care, by generating forms
based on patient’s data and national guidelines. These forms are used to collect data
on patients or to remind physicians of specific actions to do during consultations. Other
applications of the CHICA system were developed, for the prevention of maternal de-
pression (Carroll et al., 2013), prevention of suicidal behavior of adolescents (Etter
et al., 2018), or prevention of obstructive sleep apnea (Honaker et al., 2018). López
et al. (2017) presented a DDSS, called ophtalDSS, dedicated to supporting physi-
cians in primary care to determine ocular diseases. OphtalDSS is based on decision
trees and, once an ocular disease is confirmed, it provides adapted national guidelines.
Kirby et al. (2018) proposed a DDSS based on guidelines of the American College of
Cardiology/American Heart Association (ACC/AHA) to alert physicians when a patient
meets criteria for severe aortic diseases and provide them with recommendations of the
ACC/AHA. Similarly, Yang et al. (2018) proposed reminder systems, based on patients’
allergy background, to prevent hypersensitivity reactions to radiocontrast media, ac-
cording to the Korean health policy. Gonzalvo et al. (2017) proposed a DDSS based
on the CONSORT guidelines, providing treatment recommendations for poly-medicated
patients. Another well-known example is DxPlain (Barnett et al., 1987; Hoffer et al.,
2005), an early DDSS dedicated to providing recommendations for primary care, which
is still available5.

A recent development in this history relates to the fact that, due to the general-
ized expansion of HISs, increasing volumes of data about patients are being recorded,
flooding physicians under data (Pivovarov and Elhadad, 2015). This large amount of
data quickly proved to be too difficult to analyze by human brains (Yanase and Tri-
antaphyllou, 2019). Data mining and machine learning algorithms are better suited to
this task, thanks to their distinctive efficiency when it comes to treating large amounts
of data, unveiling correlations, approximating risk functions, or solving classification
problems. According to Dua et al. (2014); Ozaydin et al. (2016); Miotto et al. (2017);
Kulikowski (2019); Yanase and Triantaphyllou (2019), who surveyed ML-based DDSSs,
many studies in the 2000s and the 2010s accordingly focussed on diagnoses assisted
by machine learning algorithms.

Currently, ML-based DDSSs are being developed for numerous clinical situations.
For example, Deig et al. (2019) surveyed ML-based DDSSs used in Radiation Oncol-
ogy, mainly to assess the risk of bad reactions to treatments based on data on patients,
allowing them to adapt treatments to improve outcomes. Peiffer-Smadja et al. (2019)
reviewed ML-based DDSSs dedicated to supporting physicians for cases of infectious
diseases by providing diagnoses/treatment recommendations, early detection of dis-
eases, or predictions of responses to treatments. Gordon et al. (2018) surveyed the
use of ML algorithms to support physicians in genetics, mainly in their analyzes of
genetic risk, but also to recommend diagnoses to physicians. De Fauw et al. (2018);
Zhang et al. (2018) recently proposed ML-based DDSSs to detect ocular diseases by
analyzing retina images. Pearce et al. (2019) proposed a ML-based DDSS to evaluate
the risk of emergency for a patient at the time of consultation. Titano et al. (2018)
proposed a ML-based DDSS dedicated to anticipating neurological events by analyz-
ing cranial radiographs. Numerous ML-based DDSSs are also dedicated to supporting
the detection of tumors, such as breast tumors (Joo et al., 2004), brain tumors (Hollon
et al., 2018), or skin tumors (Esteva et al., 2017). Elsner et al. (2018) and Pasquali

5http://www.mghlcs.org/projects/dxplain

http://www.mghlcs.org/projects/dxplain
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et al. (2020) also reported the use of ML-based DDSSs in teledermatology to support
physicians in the detection of skin tumors during teleconsultations. In a review of infor-
mation systems, Kataria and Ravindran (2018) reported the use of ML-based DDSSs
to anticipate responses to treatments or predict the propagation of diseases. In these
examples, ML-based DDSSs appear to play the role of extensions of physicians, doing
tasks that human physicians cannot perform with the same accuracy.

Based on this brief history of DDSSs, it appears that the To Err Is Human re-
port, and the following works, have highlighted the limitations of physicians’ diagnostic
skills. In response, health authorities have financed the development of "gold-standard"
guidelines and Guideline-based DDSSs dedicated to improving physicians’ adher-
ence to these guidelines. Early works on DDSSs, from the 1950s to the late 2000s,
were mainly focused on these Guideline-based DDSSs. More recently, it appeared
that machine-learning algorithms can be more performant than physicians for certain
tasks (e.g., identify microscopic melanoma on images). This prompted the development
of works on ML-based DDSSs in the last decades. Although works on Guideline-
based DDSSs are still being developed, ML-based DDSSs started to dominate the
field from the 2010s onwards6. In the subsections to come, we investigate whether
these tools fulfill their promises by asking the following questions: Is the support pro-
vided by Guideline-based or ML-based DDSSs efficient in terms of patient safety?
Are Guideline-based and ML-based DDSSs accepted by physicians and patients? Are
current approaches of Guideline-based and ML-based DDSSs legitimately applicable
to cases in which physicians can be considered to be "competent" and responsible for
outcomes of patients?

2.2 Evidence that HISs, CDSSs, and DDSSs are potentially beneficial

In this sub-section, we start by reviewing studies of the impact of HISs on physicians’
performances and patient safety, before zooming in on CDSSs and then on DDSSs.
Patel et al. (2000) studied the impact of HISs, more specifically of the representation
of knowledge in EHRs, not on clinicians’ performances but on clinicians’ reasoning and
behaviors. They showed that a simple computer-based patient record system can have
an important impact on physicians’ behavior and working processes. In particular, they
showed a standardization, through time, of physicians’ working processes converging
towards the EHR organization. Chaudhry et al. (2006) made a systematic review of
the impacts of HISs on quality, efficiency, and costs of medical care, based on 257

6Some exceptions exist to the two predominant subsets of DDSSs (Guideline-based and ML-based
DDSSs). Gräßer et al. (2017) proposed a DDSS dedicated to providing therapy recommendations,
based not on expert guidelines or machine learning algorithms, but on similarity measures between the
current case and previous ones, computed for each new cases, without any learning process involved.
Whereas this system is akin to ML-based DDSSs, it does not use ML algorithms. Similarly, Giordanengo
et al. (2019) proposed a DDSS dedicated to presenting self-collected data on patients and reminders of
actions to do to physicians during the consultations of patients with diabetes. In this work, Giordanengo
et al. (2019) didn’t use the guidelines of any health authority but included physicians in the development
process of the DDSS to establish rules to apply in specific situations. In addition, the recommendations
established by consensus among the physicians involved are not intended for other physicians, but to
developers adding needed features into the DDSS. Lastly, the ML-based DDSS proposed by Simon
et al. (2019) does not use ML algorithms to make recommendations but to detect complex concepts in
medical documents, facilitating access to information on patients or to reference documents. With this
DDSS, Simon et al. (2019) showed that it is possible to use ML algorithms in other ways than by
producing recommendations, while still providing support to physicians in practice.
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studies. They concluded on the potentially beneficial impact of HISs on clinicians’
performances. According to Leape and Berwick (2005) and Wachter (2004), who studied
improvements in patient safety five years after To Err is Human, but also according
to Clancy (2009), who proposed a similar analysis ten years after To Err is Human,
the first impact of the Institute of Medicine report was the automation of medical
error recording. With the introduction of HISs in hospitals, recording medical acts and
results became more regulated. In addition, the development of reminders and alert
systems helped to reduce potential mistakes. No doubt that such impacts of the ever-
increasingly omnipresent HISs on physicians’ work and on some aspects of patient
outcomes, while not demonstrated before the 2000s, were to some extent perceived by
physicians, medical authorities and the general public early on. In this context, the lost
confidence epitomized by the To Err Is Human report provided a historical opportunity
for CDSSs to entrench their usefulness.

Anticipating the call for diagnostic decision support of the To Err Is Human report,
Johnston et al. (1994) have studied 28 controlled trials of different kinds of CDSSs
(computer-assisted dosing, DDSSs, preventive care reminder, and computer-aided qual-
ity assurance, etc.) to assess the impact of CDSSs on clinicians’ performances. Clini-
cians’ good performances are, in this study, defined as low error rates in drug dosage
and diagnosis, but also as the respect of guidelines by clinicians. Based on the few
studies they found, Johnston et al. (1994) reported that some CDSSs (especially drug
dosage recommendation systems) seem to have a beneficial impact on clinicians’ per-
formance. Hunt et al. (1998) similarly studied the effects of CDSSs on physician per-
formances through a systematic review of 68 controlled trials, updated by Garg et al.
(2005) with 97 controlled trials. They concluded that many CDSSs can improve clin-
icians’ performances. Kaushal et al. (2003) studied the effects of CDSSs, and more
specifically of CPOEs, on medication safety. They showed a potential reduction in the
rate of medication errors, due to the use of CDSSs. Slain et al. (2014) analyzed retro-
spectively one year of use of a CDSS dedicated to supporting nurses in an emergency
department. The CDSS was integrated into the workflow of the emergency department
and proposed the pre-screening of patients at their arrival. The authors reported a
higher triage accuracy and a better transfer of information thanks to the use of the
CDSS. Zier et al. (2017) analyzed the use of a CDSS for one year in comparison with
three years without CDSS. This CDSS was dedicated to supporting organ donation
by early detection of brain death. The authors mentioned an improvement in early
detection of brain death and organ donation. There is an exception: Verdoorn et al.
(2018), who studied one year of use of a Guideline-based CDSS dedicated to prevent-
ing drug-related problems, reported lower performances with the CDSS than without.
The authors pointed out the need for improvements of the CDSS.

In the more specific case of DDSS, although there are exceptions, such as Eccles
et al. (2002) and Poels et al. (2008), who analyzed controlled trials of Guideline-based
DDSSs with scenarios based on customary situations for physicians and reported that
DDSSs have no significant impact (either negative or positive, on physicians’ perfor-
mances or workflow), a majority of studies shows a beneficial impact on physicians
performances. Heckerling et al. (1991); Chang et al. (1996); Murphy et al. (1996), and
Elstein et al. (1996), who made controlled trials on the Iliad expert system (Warner
et al., 1988; Warner Jr, 1989), showed that expert systems can improve physicians’
diagnosis accuracy in complex cases, in particular in the case of students (Murphy
et al., 1996). Taylor et al. (2008) made controlled trials of a Guideline-based DDSS
dedicated to supporting physicians in asthma cases. They showed that the DDSS
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helped physicians to improve their decision process and to decrease the duration of
consultations. Watrous et al. (2008) made controlled trials to evaluate the impact of a
Guideline-based DDSS dedicated to supporting the detection of heart murmurs during
auscultation. They showed an improvement in the sensitivity and specificity of physi-
cians using the DDSS in the classification of murmurs. Carroll et al. (2013) proposed
a clinical trial of their Guideline-based DDSS dedicated to supporting the prevention
of maternal depression by alerting physicians when a patient meets some criteria. Ac-
cording to the authors, their DDSS showed a potential beneficial impact on patient
safety. Kostopoulou et al. (2017) made a controlled trial of a Guideline-based DDSS
dedicated to supporting general practitioners by providing a list of potential diagnoses
according to data on patients. They showed an improvement in diagnostic accuracy with
the DDSS. The authors also mentioned that physicians entered more data on patients
when they used the DDSS. Kirby et al. (2018) analyzed the use of a Guideline-based
DDSS, dedicated to supporting the prevention of aortic diseases, during one year in
13 hospitals. They showed that their DDSS improved physicians’ accuracy but also
the clinical outcomes of patients.

Concerning the use of DDSSs in developing countries, Dalaba et al. (2014) studied
one year of implementation of a Guideline-based DDSS for child health in healthcare
centers in Ghana. The authors reported a decrease in complications and a diminution
of deaths after the introduction of the DDSS. Bessat et al. (2019) made clinical trials
of a DDSS dedicated to supporting child health in primary care facilities in Burkina
Faso. The authors reported improvements in patient safety due to the DDSS. Similarly,
Bernasconi et al. (2019) analyzed the impact of the introduction of Guideline-based
DDSSs dedicated to child health in hospitals in developing countries. Clinical trials
showed that DDSSs improved physicians’ accuracy in primary care.

Concerning ML-based DDSSs, even though they are individually able to outperform
physicians during sensitivity and specificity tests (Esteva et al., 2017), their impact
when used in clinical practices remains understudied (Yanase and Triantaphyllou, 2019).
For example, according to Peiffer-Smadja et al. (2019), who reviewed ML-based DDSSs
dedicated to infectious diseases, among 60 ML-based DDSSs only three included
clinical trials. The feasibility study by Jaroszewski et al. (2019) on a ML-based DDSS
dedicated to mental illness prevention showed good results in mental crisis detection.
Currently, because ML-based DDSS is still an emerging domain, it remains hazardous
to determine if ML-based DDSSs can improve patient safety or beneficially modify
physicians’ workflow.

To summarize, clinical trials of DDSSs showed a theoretically beneficial impact
on physicians’ performances and on patient safety. Guideline-based DDSSs are quite
performant when used in primary care or in developing countries, situations where
"gold-standard" guidelines for specific cases are welcomed. When it comes to ML-
based DDSSs, they are currently mainly evaluated on their specificity/sensibility or
precision/recall performances (Yanase and Triantaphyllou, 2019). It remains delicate to
determine whether current ML-based DDSSs provide physicians with helpful support
in practice.

2.3 A questionable acceptability

According to Shortliffe and Cimino (2014), the most ubiquitous tools are Alert Systems,
Schedulers, and Electronic Health Records (EHRs). Studying the introduction of an
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alert system dedicated to HIV prevention, Chadwick et al. (2017) showed that despite
"alert fatigue", alert systems are generally accepted by clinicians. However, introducing
information systems in clinical contexts remains a difficult task. According to Heeks
et al. (1999), who surveyed the potential causes of successes or failures of HISs, even
though some HIS succeed, many of them fail. Keen (1994) studied information systems
in healthcare contexts and concluded that for every documented success, there are
myriads of failures. Pare and Elam (1998), who worked on the introduction of information
systems in clinical contexts, argued that many health care institutions have consumed
large amounts of money and frustrated countless people in wasted efforts to implement
information systems.

Heeks et al. (1999) and Heeks (2006) surveyed different cases of successful or failed
HISs’ introduction in hospitals. An illustrative example they explored is Beynon-Davies
and Lloyd-Williams (1998)’s study of the failure of the introduction of a computer-aided
despatch system for the London ambulance service. In this case, failure arose because
"the speed and depth of change were simply too aggressive for the circumstances".
The cancellation of this system caused an estimated waste of £20 million (ca. US$33
million). Another telling example was Guah (1998)’s analysis of the introduction of an
expert system for computerized coloscopy in the coloscopy unit of a university hospital,
in the UK. This system produced non-significant statistical information for physicians
and needed to learn new work processes. The tool was therefore abandoned.

Sittig et al. (2006) studied the factors influencing the acceptability of DDSSs. They
reported that a high percentage of CDSS’s guidelines and/or recommendations were
overridden, or ignored, by physicians. According to Overhage et al. (1997); Tierney
et al. (2003) and Weingart et al. (2003), the percentage of DDSSs recommendations
overridden by physicians varies between 54% and 91%. Sittig et al. (2006) also reported
that physicians were more willing to accept clinical decision support for elderly patients
with multiple medications or chronic conditions. Onega et al. (2010), studied the
acceptability of DDSSs by radiologists, in comparison with a double reading by another
radiologist. The authors surveyed 257 radiologists from different hospitals across the
USA. According to their results, the radiologists were more favorable to double reading,
even though most of them perceived that DDSSs were better at improving recall rates
than double reading. The meta-analysis proposed by Masud et al. (2019), on the use
of DDSSs in radiology departments, showed similar results on the low acceptability of
DDSSs despite an improvement of performances perceived by radiologists.

Only a handful of studies showed a good acceptability of Guideline-based DDSSs,
in very specific situations. This is the case of Porat et al. (2017), who analyzed the
acceptability by patients and physicians of a Guideline-based DDSS. 34 general prac-
titioners participated in the study by consulting 12 standardized patients during con-
trolled trials. The authors reported that 74% of GPs found the DDSS useful, even though
the use of the DDSS required them to enter more data on patients while interacting
with them. Developing countries also constitute a specific case in which guideline-based
DDSSs appear to be largely accepted by both physicians and patients, as illustrated
by (Dalaba et al., 2014; Bessat et al., 2019; Bernasconi et al., 2019).

Concerning ML-based DDSSs, just like their impact on patient safety or physicians’
performances, their acceptability in practice remains understudied (Peiffer-Smadja
et al., 2019). Jaroszewski et al. (2019) reported that, during clinical trials of their ML-
based DDSS for mental illness prevention, only 28% of participants answered "very
likely" to the question presented by the DDSS: "Be honest, how likely are you to try
the resources I just shared?". Nadarzynski et al. (2020) studied the acceptability of
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information systems dedicated to sexual health prevention. The authors reported that,
for the first contact, 70% of patients preferred face-to-face consultations. Only 40% of
patients found AI-chatbot acceptable.

To sum-up, although there are exceptions in specific situations, it appears that
DDSSs are generally poorly accepted in customary situations, where support appears
to be redundant with physicians’ capabilities (Masud et al., 2019). It hence appears that
we are currently in a paradoxical situation. DDSSs appear to be able to improve physi-
cians’ performances and patient safety. However, in practice, DDSSs remain poorly
accepted in many situations and difficult to integrate into physicians’ workflow. It ap-
pears also that the intrinsic capacities of a DDSS are not the sole factor determining
its usefulness. There is hence a need to better understand why some DDSSs are not
well accepted and which features are likely to improve the acceptability of a DDSS in
practice.

3 Explaining the paradoxical failure

In section 2, we saw that Clinical Decision Support Systems (CDSSs) are potentially
beneficial to minimize medical errors in some cases. However, we also saw that the
introduction of a CDSS in a hospital is not without risks or failure and that current Di-
agnostic Decision Support Systems (DDSSs) are generally not accepted by clinicians,
who often ignore DDSS recommendations in their daily practice.

Early explorations of barriers to the use of guidelines contain useful indications on
reasons why some decision support tools can be rejected by physicians. Cabana et al.
(1999) made an early meta-analysis of 76 studies on the non-acceptability of clinical
practice guidelines and reported 7 potential barriers, classified into three categories:

1. External barriers such as the presence of contradictory guidelines, the inability to
reconcile patient’s preferences with guidelines recommendations, and other envi-
ronmental factors such as the lack of time or resources.

2. Barriers that affect the attitude of a physician towards guidelines, such as the lack
of agreement with specific guidelines or guidelines in general, the inertia of previ-
ous practices, the belief that s/he cannot perform guideline recommendations and
the belief that performance of guideline recommendations will not lead to desired
outcomes.

3. Barriers linked with how knowledgeable physicians are about guidelines, due for
example to problems of accessibility of the guidelines, or to the volume of information
to compute and then the time needed to stay informed.

In this section, we enlarge and update this analysis of potential reasons for non-
acceptability, applying it more broadly to different aspects of HISs, CDSSs, and DDSSs,
with a special focus on customary diagnostic.

3.1 Adverse impacts of HISs, CDSSs and DDSSs

Tsai et al. (2003) studied the impact of wrong diagnostic suggestions given by a DDSS
on physicians’ performance. They thereby questioned a commonly accepted postulate:
if a DDSS does a mistake or a wrong proposal, the physician will detect it. This study
was based on 83 simulations adapted from real clinical cases of cardiology. The subjects
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were 30 internal medicine residents in their second or third years of training and the
DDSS was controlled to produce sometimes proposals that did not fit with "gold stan-
dards". Tsai et al. (2003) reported that, when the DDSS produced good proposals, the
accuracy of subjects increased. By contrast, the subject’s accuracy dropped down when
the DDSS proposal was incorrect. These authors also reported that subjects followed
the DDSS’s proposal more often when it was presented with a good confidence index.
Povyakalo et al. (2013) developed a similar study on the impact of computer-aided
detection of cancer on the performance of 50 radiologists. In this study, they evaluated
the discriminating ability of radiologists on 180 mammograms with and without com-
puter support. They reported that computer-aided detection helped less discriminating
radiologists, but hindered the more discriminating radiologists by reducing their sen-
sitivity. Bowman (2013), who worked on safety implications of electronic health record
(EHR) systems, reported that poor design, improper use, and EHR-related errors, such
as bugs or errors in the data, can lead to errors that endanger patients and decrease
the quality of care. The risk of poor design and programming errors actually concerns
all kinds of HIS, including CDSSs.

Bertillot (2016) studied HISs’ attempts at rationalizing and standardizing clinicians
daily practices, based on a set of interviews of clinicians (physicians, nurses, etc.) in
several hospitals in France. Bertillot (2016) thereby showed that the introduction, in
the last decades, of different HISs in hospitals improved the traceability of hospitalized
patients and allowed for better transmission of information, but it also set the stage for
the introduction of evaluation systems in these hospitals. These evaluation systems al-
lowed comparing performances between hospital services, which led to the introduction
of "competitive managerial practices in public hospital". Bertillot (2016) also reported
an additional administrative workload for clinicians, who had to enter information in
the software. This time spent doing administrative work, though necessary for different
reasons, is not a time devoted to patients. Mitchell et al. (2016)’s results highlight
the same aspect of the impacts of HISs. They interviewed patient safety experts about
their perceptions of works on patient safety incident reporting. This qualitative study
highlights that clinicians, mainly due to a lack of time, perceived systematic reviews
of patient safety incidents as an additional workload. Hall et al. (2016) reviewed 46
studies on wellbeing and patient safety to determine if there was an association be-
tween clinicians’ wellbeing, burnout, and patient safety. They reported that clinicians’
poor wellbeing was significantly correlated with higher risks of burnout, worse patient
safety, and higher risks of medical errors. West et al. (2018) made a similar work on
clinicians, burnout, their reasons, and their consequences. They reported the use of
HISs as one of the factors leading to clinicians’ burnout. One can hence see that, by
trying to reduce the risk of medical errors, current HISs increase clinicians’ workload.
This additional workload reduces the wellbeing of clinicians and, by collateral effect,
potentially increase the risk of medical errors in practice.

An associated risk was studied by Cabitza et al. (2017): the unintended conse-
quences of Machine Learning in medicine. They reported that ML systems, due to their
efficiency but also their opacity, could amplify the loss of clinicians’ skills reported by
Tsai et al. (2003) and Povyakalo et al. (2013). They also reported that the intrinsic
uncertainty of healthcare contexts affects the performances of ML systems, reducing
their accuracy. Similarly, Challen et al. (2019) studied the potential impact of artificial
intelligence on clinical safety. They reported potential causes of errors due to AI tools
in healthcare contexts. For example, ML systems are generally trained in a specific
context and lose their accuracy when the context is changed. The opacity of some ML
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systems and the automation complacency were also reported as factors increasing the
risk of medical errors. Authors also argued that reinforcement-based ML systems for de-
cision support are potentially dangerous in the long run, by making unsafe exploration
or reinforcing only short term behaviors.

If physicians are the only ones in charge of detecting potential errors of tools
supposed to support them, it simply creates an additional workload and appears coun-
terproductive. Not to mention the fact that, in the case of ML-based DDSS, physicians
are supposed to be less "competent" than the DDSS to do the same tasks, and are
therefore unlikely to be able to detect if the DDSS has made an error7.

3.2 Responsibility issues

Itani et al. (2019), who studied the use of data mining algorithms for decision support,
showed that social factors, such as patients’ and physicians’ values, are an important
aspect to take into account to understand the acceptability or rejection of DDSS.
These values refer to social perceptions and ethical implications of the use of DDSSs,
but also to the social pressure on the responsibility of physicians with respect to the
consequences of their decisions.

According to Goodman (2016), who surveyed the ethical and legal issues surround-
ing CDSSs, there is a need to define legal responsibilities in the use of CDSSs. Indeed,
if one uses a DDSS and the DDSS is wrong, who is responsible? (De Dombal, 1987)
The answer clearly depends on how the DDSS was developed or used.

For example, a technical error in programming could lead to an ill-advised recom-
mendation. In such a case, one might argue that the true responsible is the programmer.
But medical errors could also come from mistakes that a physician made when using
the DDSS. The method on which the DDSS was based can also be a source of error.
In the case of a Guideline-based DDSS using rules defined by experts, these "experts"
might have provided rules that can be considered to be "dangerous" or "foolish" by the
rest of the medical community.

One might argue that ML-based DDSSs are more trustworthy than Guideline-
based DDSSs, due to the high performances of ML algorithms, outperforming physi-
cians (Esteva et al., 2017), and using large amounts of data. However, responsibility
issues are not different in the case of ML-based DDSSs: if the ML-based DDSS’s rec-
ommendation was wrong and led to a medical error, who was responsible? ML-based
DDSSs are trained and evaluated on datasets that might fail to encompass all the
variety of possible use cases. Even if a trained ML-based DDSS had high sensitivity
and specificity on a test dataset, these criteria of performances are not enough when
we talk about patient safety in real situations. Moreover, supervised ML algorithms can
only reproduce the behaviors they learned. Therefore, just like in the case of Guideline-
based DDSSs, if the learning dataset was based on the behaviors of physicians whose
behavior can be considered to be "dangerous" or "foolish" by the rest of the medical
community, the trained ML algorithm will reproduce, and even amplify, this "danger-
ous" behavior (Garcia, 2016; Sandvig et al., 2016; Zou and Schiebinger, 2018). The
main difference with Guideline-based DDSSs is that it is more difficult for physicians
to detect if a ML-based DDSS had an unwanted behavior, especially if the process

7The emerging field of Explainable AI (Doran et al., 2017; Gunning, 2017; Rudin and Radin, 2019)
holds promises to mitigate this problem.
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of the ML-based DDSS is opaque to physicians. This is all the more worrying when
physicians have high confidence in the ML-based DDSS’s recommendations because
the latter outperformed them (Tsai et al., 2003; Povyakalo et al., 2013). In such cases,
responsibility problems are all the more worrying.

To summarize, both guideline-based and ML-based DDSSs create problems when
physicians are considered to be responsible for patient outcomes. As introduced in sub-
section 3.1, physicians cannot be the only ones responsible for preventing potential
medical errors due to the use of a DDSSs supposed to support them. According to the
Asilomar AI Principles8, developed during a workshop organized by the FutureOfLife
Institute and dedicated to guiding institutions and designers to build beneficial Artificial
Intelligence (AI), designers of AI systems and institutions must take up their share of
responsibility in preventing errors or misuses of AI systems. These principles concern
ML-based DDSSs, but also some Guideline-based DDSSs such as expert systems. The
emergence of legislative instruments aimed at regulating the use of HISs, and more
specifically the use of personal data, and to encourage the transparency of algorithms
(e.g. GDPR in Europe (Voigt and Von dem Bussche, 2017)), witnesses the growing
public awareness of such problems, pinpointing the fact that current decision support
systems fall short of expectations.

3.3 A reality-design gap in customary situations

In addition to the adverse impacts of HISs and to responsibility issues, the literature
suggests another reason potentially explaining the non-acceptability of some decision
support tools by physicians: the so-called "reality-design gap problem".

This concept was introduced by Heeks et al. (1999) and Heeks (2006) in an attempt
to explain why HISs succeed or fail. They argued that the bigger the gap between how
a HIS was designed and the reality of daily practices, the higher the risk that the
system will fail. To formalize this problem of design-reality gap, Heeks et al. (1999)
proposed the ITPOSMO framework, formalizing seven dimensions that could create
a gap: Information (Are physicians accustomed to using such kind of information?),
Technology (Do the hospital have the technological capacities to run this system?),
Processes (How does the system integrate itself into physicians’ workflow?), Objectives
and values (Do objectives of the system match with physicians’ objectives and values?),
Staffing and Skills (Does the system necessitate high technical skills to be used?),
Management systems (Does the system necessitate additional structures to manage
it?) and Other resources (Is it time-costing to use the system? Does the system create
any additional workload?).

According to Heeks et al. (1999) and Heeks (2006), if the introduction of a HIS
requires too many and/or too profound changes in clinicians’ current daily practices,
then the risk of non-acceptability is high. However, the goal of the introduction of a
HIS is to improve clinical processes and/or healthcare outcomes, and accordingly to
induce changes in clinical practices. If a HIS is too close to clinicians’ daily practices,
no improvement is possible. The difficulty in designing HISs is therefore to find a
convenient equilibrium between minimizing the risk of non-acceptability of the HIS
and maximizing the potential improvements of clinicians’ practices.

8 https://futureoflife.org/ai-principles/

https://futureoflife.org/ai-principles/
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To flesh out the meaning of this reasoning for our investigation, let us detail the
content of the seven dimensions of ITPOSMO in the case that we focus on in this
article: the one of customary consultations:

– Information: Guideline-based DDSSs generally provide actions/treatment recom-
mendations based on "gold-standard" guidelines adapted to the situation. Physi-
cians and clinicians are accustomed to the use of such "gold-standard" guidelines,
part of their work being to be aware of the new "gold-standard" for the cases they
treat regularly.

– Technology: Guideline-based DDSSs are generally integrated into already existing
HISs and do not necessitate more technological resources than access to a database.

– Processes: Guideline-based DDSSs generally necessitate that physicians enter
symptoms of the patient or other additional data asked by the DDSS. In custom-
ary situations, the process of Guideline-based DDSSs can be redundant with the
physicians’ process during a consultation.

– Objectives and values: the objective of Guideline-based DDSSs is generally to im-
prove adherence to "gold-standard" guidelines. In customary situations, this objec-
tive is confronted with physicians’ values, such as their free will, or the acceptability
of "gold standard" guidelines (Cabana et al., 1999). Guideline-based DDSSs can
also automatize too many things in physicians’ workflow, leading potentially to a
sensation of lack of control (Heeks, 2006)

– Staffing and Skills: Guideline-based generally do not necessitate additional skills
to be used by physicians.

– Management systems: because "gold-standards" are evolving continuously, guide-
line-based DDSSs generally need to be managed regularly by an external agent
to keep their recommendations up to date with the most recent "gold-standard"
guidelines.

– Other resources: the use of Guideline-based DDSSs can be time-consuming for
physicians, who can spend more time on the tools than interacting with the pa-
tient (Porat et al., 2017). In addition, physicians have to understand the reasons
behind recommendations to prevent medical mistakes, creating an additional work-
load for physicians.

Concerning ML-based DDSSs, the task is a bit more difficult than for Guideline-
based DDSSs, mainly because it is still an emerging domain, and ML-based DDSSs
are still rarely used in practice (Peiffer-Smadja et al., 2019).

– Information: ML-based DDSSs generally provide recommendations or risk degrees.
However, the reasons underlying a given recommendation can be unintelligible for
physicians, depending on the ML algorithm used.

– Technology: Some learning algorithms, such as neural networks, can necessitate
powerful technological resources. However, the classifier produced by a learning
algorithm, such as a decision tree or a trained neural network, does not gener-
ally necessitate powerful resources to be used. In the case of online learning or
continuous learning, powerful resources might be necessary (Kulikowski, 2019).

– Processes: current ML-based DDSSs are generally based on data already entered
in the system and do not necessitate additional actions to be done by physicians.
They can provide their support quickly in specific points. They can then easily
be integrated into physicians’ workflow as the display of an additional piece of
information about a patient.
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– Objectives and values: the main objective of current ML-based DDSSs is to pro-
vide highly performant tools to guide physicians in tasks they are not able to do
alone with the same accuracy. In customary situations, for which physicians can be
considered to be "competent", this objective may seem superfluous and can arouse
their suspicion.

– Staffing and Skills: the use of current ML-based DDSSs might require additional
training by physicians at least in terms of know-how to interpret the DDSS’s results
and to better understand how they work, their strengths and limitations.

– Management systems: It is possible to implement continuous learning by updating
regularly the training dataset and rerunning the learning algorithm. This might
also require to continuously test the performances of the DDSS, to prevent errors.
However, none of these necessarily requires the intervention of an external agent,
and everything can be automated.

– Other resources: the understanding of recommendations by physicians, when it is
possible, may generate additional workload.
There certainly are exceptions to the general characteristics we explored above in

our application of reality/design gaps analysis to Guideline-based DDSSs and ML-
based DDSSs. Our goal was simply to highlight general trends in current ways to
support physicians during their practices and see if they are applicable or not for
customary consultations. Concerning Guideline-based DDSSs, for customary cases,
physicians are often already aware of "gold-standard" to follow. Using Guideline-based
DDSSs is generally time-consuming for physicians and redundant with their existing
workflow. Concerning ML-based DDSSs, the main gap comes from the technology used.
If physicians do not understand how the system works and how to interpret its results,
the system will be seen as a "black-box", generating distrust. This will be reinforced if
the objective of the ML-based DDSS is to outperform physicians in customary situations
for which they feel competent.

Besides, for both Guideline-based and ML-based DDSSs, physicians are entrusted
with the responsibility to make sure that the DDSS did not mislead her/him with ill-
advised recommendations, creating an additional workload.

To sum-up our exploration so far, it appears that current tools used to support
physicians are plagued by important drawbacks (adverse impacts, responsibility is-
sues, and reality-design gaps), which are exacerbated in customary consultations. New
approaches to support physicians in such situations are hence needed.

4 The way forward: the quest for "the right information"

According to Osheroff et al. (2012), the goal of CDSSs is to improve healthcare de-
cisions and outcomes, including patient safety, by giving physicians the "right infor-
mation". Osheroff’s definition proved successful in the literature because it provides a
synthetic formula that looks unquestionable. It also conveniently encompasses the im-
mense diversity of CDSSs. But this successfulness of the formula also lies to a large
extent in the indeterminacy of the phrase "the right information". In the case of current
DDSSs, the "right information" is embodied by guidelines and/or diagnosis recommen-
dations. In this section, we explore the idea that a crucial reason underlying the lack
of acceptability of current DDSSs by physicians in customary consultations might be
that this "right information" is not that right after all, and we set out to identify the
truly "right information".
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4.1 What is "information" in healthcare contexts?

At first glance, one might think that the notion of "information" in our context is unequiv-
ocal. A piece of information, one might think, is a raw data formatted to be readable by
a physician. The interpretation of a piece of information by a physician gives her/him
pieces of knowledge about a situation and allows her/him to make a decision. Collected
by EHRs and CPOEs, hospital databases are rich in such raw data on patients, in-
cluding: weights, ages, symptoms, reviews of hospitalizations, drugs took, allergies, etc.
All these raw data can give clinicians a first layer of information.

With the same logic, the evolution of such data through time, their interconnection
in patient care processes, gives a second layer of information. The notion of information
hence appears more complex after all, since there are several layers of information.

A third layer of information can be found in guidelines summarizing "gold standards"
to follow in a specific situation or for a specific operation. As mentioned in section 1,
clinical practice guidelines are a list of instructions to follow in a specific situation.
Guidelines include various formats such as pathways or algorithms to follow, and/or
appropriateness criteria or parameters to check and instructions concerning how to
interpret them (Field et al., 1990). But by admitting that "information" can refer to that
third kind of entity, one admits that interpretation frameworks thanks to which data
are interpreted, such as theories or sets of practices and know-how, are also pieces of
"information" in a sense.

We see here that, in healthcare contexts, the term "information" can refer to a large
diversity of entities, including raw data, interpreted data, and interpretation frameworks.

This analysis of the notion of "information" in healthcare contexts shows that the
current approach, which consists in giving guidelines to physicians, is a particular kind
of decision support approach, anchored in a very particular understanding of the notion
of "information". This approach reflects a desire to standardize diagnosis processes,
based on the presupposed idea that such a standardization will lead to minimizing
medical errors. However, as mentioned by Woolf (1993), who studied the impacts of
guidelines on patient care, such standardization could harm patients and interfere with
the individualization of care. In clinical contexts, physicians’ adaptability can, in many
cases, be more important than conformism.

This suggests that, instead of clinging to the standard reductive view of "information"
aimed at standardizing diagnosis processes, one should strive to identify the kind of
information that physicians need when they proceed to make a diagnosis.

4.2 Identifying the constraints binding the decision support process to determine what
is the "right information”

We claim that, in order to identify what counts as the "right information" in customary
diagnosis decision support, we need to analyze, at a methodological and epistemolog-
ical level, the true meaning and significance of the activity that consists in providing
decision support in this context. Our analysis so far has highlighted the numerous
specificities associated with the context of customary diagnosis. As in most medical
contexts, this specific context raises responsibility issues, but another marked speci-
ficity is that, in this context, physicians are competent, and are not easily outcompeted
by sophisticated tools.
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These specificities reflect constraints that bind the interaction between decision
support providers, developing decision support tools, and physicians, which are decision-
makers benefiting from decision support. Decision support providers concerned with
providing relevant and acceptable decision support have no choice but to take these
constraints into account to choose the kind of approach to unfold in their interactions
with physicians.

Meinard and Tsoukiàs (2019) showed the pivotal role of an analysis of the con-
straints binding decision support processes, which is key to choose a relevant decision
support approach, which plays, in turn, a decisive role to entrench the validity and the
legitimacy of the decision support provided. This framework sheds useful light on our
analysis of the various drawbacks plaguing various current DDSSs, developed above.

As explained in section 1, Guideline-based DDSSs include systems providing rec-
ommendations based on "gold-standard" guidelines, but also systems providing directly
these "gold-standard" guidelines. This approach is relevant when the interaction be-
tween the decision-maker and the decision support provider is constrained by a re-
quirement to homogenize decision processes and make them converge towards "gold-
standards" that are collectively recognized, by expert institutions and the general public.
Such decision support interactions correspond to what Meinard and Tsoukiàs (2019)
call situations in which an "irrevocable governance pattern" binds the decision support
process. Still according to Meinard and Tsoukiàs (2019), in such situations, decision
support providers should endorse a "conformist" approach, striving to identify the tools
that will be most acceptable to the members of the governance pattern. In situations
in which physicians’ skills are deficient due to problems in physician training, as ob-
served in some cases in developing countries, and in which health institutions play a
key role in a powerful governance scheme aimed at reinforcing the quality of medical
treatment, Guideline-based DDSSs are relevant. In such cases, "the right information"
that decision support should provide to physicians really is encapsulated in guidelines.

ML-based DDSSs include all recommendation systems based on supervised ML
algorithms. These tools assume that there exists a function linking data on patients
to a specific class (e.g., disease, set of treatments, risk degree, etc.), independently
of the beliefs and knowledge of the decision-maker, or her/his context of decisions.
They also assume that this function can be approximated by machine learning, and
more specifically by deep learning because multi-layered neural networks are known
to be universal approximators (Hornik et al., 1989). The goal is then to find the best
approximation of this function, generally evaluated by its sensitivity and specificity.
An approach based on such tools is relevant in situations in which the objectivity and
truthfulness of the underlying theories and algorithms can be taken for granted and
considered unquestionable. In such situations, in which a given theoretical framework is
considered to be unquestionable, Meinard and Tsoukiàs (2019) argue that the relevant
approach to decision support is "objectivist". In healthcare contexts, situations bound by
this constraint are those in which the data to collect, the efficiency of existing tools to
collect them, and their capacity to outperform all other forms of expertise, are clearly
established. This is the case, for example, for the detection of ocular diseases (Zhang
et al., 2018) or the evaluation of the risk of infection (Peiffer-Smadja et al., 2019) or
of treatment reaction (Deig et al., 2019). These are tasks for which we can suppose
that a classification function exists, but we cannot suppose that any decision-maker is
"competent" enough to approximate it closely.

The decision support context that we are mainly interested in here, customary
consultations, is not characterized by patterns similar to those presented above, for
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which Guideline-based DDSSs and ML-based DDSSs appear relevant, respectively.
In customary consultations, physicians are competent: they do not need to be monitored
by authorities verifying their compliance with gold-standards, and they do not need
tools to replace them. In such contexts, the main constraint is that the conditions should
be met for physicians to be able to exercise their responsibilities. This echoes situations
that Meinard and Tsoukiàs (2019) refer to by talking about a constraint to respect a
"sanctified spirit of initiative" of the decision-maker. This phrase is arguably rather
vague, but the case of physicians performing customary diagnosis might be case in
point to clarify it. The two distinctive features of customary diagnosis, competence and
responsibility, point to the need for decision support providers to leave the decision-
maker to make her/his own choices and to take responsibility for them. The role of the
decision support provider in such cases is to make all efforts to facilitate, smoothen,
and speed-up the processes favored by the decision-maker, and to adjust to her/his
needs. This approach to decision support is called "adjustive" by Meinard and Tsoukiàs
(2019).

4.2.1 An example of application

In order to flesh out in concrete terms what such an "adjustive" approach consists in, we
introduce here a practical example, referring to Richard et al. (2018), a work developed
in collaboration with the public hospitals of Lyon to propose a DDSS dedicated to
supporting customary consultations. Clinicians of the hospitals of Lyon have a software,
called Easily R©, at their disposal. This software allows clinicians to access different
kinds of HISs. During consultations, physicians have access to the hospital’s EHR and
to CPOEs, but not to any DDSSs for now.

Richard et al. (2018) proposed an analysis focussed on interactions between physi-
cians and patients, but also between physicians and HISs, during customary consulta-
tions of endocrinologists, to identify what kind of tools should provide relevant support
in such situations. To do so, Richard et al. (2018) made practical observations and
analyzed event logs of customary consultations (more than 12.000 event logs, divided
into 2.700 traces).

Based on these analyses, Richard et al. (2018) built a synthetic model of the deci-
sion process of physicians during a medical consultation (Fig. 2) This model shows in-
teractions between possible actions of physicians during medical consultations. Richard
et al. (2018) highlighted that key points of the decision process, such as the choice of a
prescription or the choice to put end to the consultations, are highly dependent on the
accumulation of data on patients. Accordingly, the authors concluded that the search
for raw data on patients, and then the choice of the raw data to look at, constitute a
central key point of consultations.

However, due to the huge quantities of data accumulated on patients in the last
decades, physicians are nowadays flooded by medical data (Pivovarov and Elhadad,
2015). Even though most of the data on patients needed by physicians during their
medical consultations are available, these data are not always easily accessible.

The model proposed by (Richard et al., 2018) suggests that physicians, during med-
ical consultations, spend more time searching for data about the patient than analyzing
them to reach a diagnostic. This analysis shows that, contrary to what most DDSSs
currently available assume, what physicians need during customary consultations is
not recommendations of diagnoses or diagnostic guidelines. As concluded by Richard
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Are there still potential
prescriptions to make?

Based on data known, is it
possible to make prescription(s)?

Decide which unknown data is
needed to make prescriptions

Get data on patient

Decide which pre-
scription(s) to make

End of the diagnostic

yes

no

no

yes

Fig. 2 Graphical representation of the model of physicians’ diagnostic decision process proposed by
Richard et al. (2018)

et al. (2018), what physicians need are tools that can anticipate, retrieve, and summa-
rize data needed by physicians about patients. A relevant tool is accordingly one that
would speed up the search for data. This idea echoes Sittig et al. (2006), who argued
that guidelines and/or diagnostic recommendations are useless but for complex cases.
It also appears all the more relevant in the light of studies on the summarization of
electronic health records (EHRs) such as Pivovarov and Elhadad (2015), showing that
there is an increasing need for EHRs summarizers.

Nevertheless, physicians need different data depending on their medical specialty
or the pathology of the patient. This can be learned by questioning physicians and by
creating a set of rules, but expert systems are generally difficult to build and to maintain
through time (Shortliffe, 2012; Miller, 2010). In addition, questioning physicians would
be against our aim to prevent any increase in their workload. Richard et al. (2018)
therefore set out to learn what data are needed by physicians by analyzing their
searches and their entry in the hospital’s database, so as to anticipate their needs
and provide them with a subset of data about their current patient at the beginning of
medical consultation. By doing so, the searching phase of medical consultations should
be minimized by handing over to the information system the task for which it is more
efficient than human beings: searching data in a large database. In this approach, the
aim of decision support is to ensure that physicians have all the data they need on
their patients, and the interpretation of these data is then left to physicians.
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4.3 Promises and limits

As mentioned before, the conclusions reached by Richard et al. (2018) were based only
on observations and analyses of consultations in endocrinology at the HCL. However,
the approach proposed in this case-study, illustrating the more largely applicable rea-
soning developed above, holds promises in light of the above analysis of the reasons
underlying the non-acceptability of current DDSSs.

A first strength of the proposed approach is that it draws on the competence and the
cumulated experience of the physician. We have seen that current approaches used to
support physicians suppose that physicians are not competent enough. Whereas such
approaches can be relevant in complex situations, for customary consultations they are
inappropriate and they can arouse distrust towards the DDSS among physicians or
a feeling of being put aside by the DDSS. With an adjustive approach, physicians
keep the leadership of the decision process. Moreover, their competences in drawing
diagnosis and interacting with patients are highlighted.

A second important strength of the proposed approach is that it does not increase
the workload of physicians, and rather decreases it. We have seen above that the
increase of clinicians’ workload, due to the introduction of decision support systems,
has been reported as a barrier to their acceptability. Current approaches tend to tell
physicians how they should work, without taking into account their current decision
processes or the impact of the format of decision support. With our approach, the first
aim is to understand physicians’ current decision processes, to establish on which point
of their workflow physicians need support in priority and what kind of decision support
is more relevant to provide.

A third strength is that, as compared with numerous other approaches, our approach
does not involve a risk to decrease physicians’ performances or capacities. According
to Povyakalo et al. (2013), the use of current DDSSs tends to decrease the perfor-
mances of physicians with good diagnosis skills. In addition, Tsai et al. (2003) have
reported that wrong recommendations of current DDSSs are less detected by inexpe-
rienced physicians. This loss of diagnosis skills is often cited as an important barrier
to diagnosis decision support. Focussing on providing data on patients prevents this
problem by refusing to prescribe what to do during the diagnosis decision process. The
interpretation of data on patients is left to the physicians. The impact of our approach
on physicians’ diagnosis skills is therefore minimized.

Lastly, and arguably most importantly, a major strength of our approach is that it
does not infringe upon the responsibility of the physician. Indeed, the responsibility
issues raised by the use of guidelines, described in section 3.2, are no longer a problem
if we focus on providing data on patients. As mentioned above, our approach does not
prescribe what to do during the diagnosis decision process, it only focusses on providing
to physicians with what they need during their decision processes.

5 Conclusion

In this paper, we have developed a reflection on the current approaches to supporting
customary diagnostic decisions, which consist mainly of giving guidelines and/or diag-
nosis recommendations. We have explored the historical reasons that led to the choice
of this approach and we have highlighted its drawbacks. In particular, we have stressed
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the fact that DDSSs tend to put physicians at the background on their own decisions,
raise various responsibility issues, and are generally not accepted by physicians.

We have then argued that giving guidelines or recommendations reflects a strong
choice on how to support decisions, which ignores the current decision-maker process
or the impact of recommendations on this process. In the case of customary medical
consultations, the "sanctified spirit of the initiative" of physicians is currently a bind-
ing constraint. Current DDSSs are not relevant in such situations. We have argued
that DDSSs dedicated to supporting customary consultations must endorse an adjus-
tive approach, which consists in ensuring that physicians have all the data they need
about patients to reach a diagnosis. The interpretation and final decisions are then left
to the decision-maker and her/his expertise, avoiding responsibility issues raised by
Guideline-based and ML-based DDSSs in such situations.

Decision support systems developed in an adjustive approach can be seen as "per-
sonal assistants" that provide support during all the decision process and adjust them-
selves by interacting with decision-makers. However, just like "conformist" and "objec-
tivist" approaches, adjustive approaches are not adapted to all situations. In cases in
which conformist and objectivist approaches are relevant, guideline-based and ML-
based DDSS undoubtedly have a role to play, and one should certainly not replace
them by adjustive approaches. Analyzing the features of decision processes, the con-
straints binding interactions between decision-makers and decision support providers,
and other aspects of the context, is always needed to choose the most relevant ap-
proach. Identifying these points during the development of new DDSSs could help
designers to have a better understanding of the kind of support needed and to propose
more adapted systems to physicians. Works that include physicians or clinicians in
the development offer interesting promises in this respect (Giordanengo et al., 2019;
Horrocks et al., 2018).

The reasoning developed in this article is focussed on diagnostic decision sup-
port for customary medical consultations, tasks for which physicians are considered to
be competent and responsible. However, it bears lessons for other contexts in which
decision support has to be provided to competent, responsible decision-makers. For
example, in the context of the implementation of environmental policies, Meinard and
Thébaud (2019) argued that environmental management schemes are currently crippled
in France by the lack of a large-scale database on vegetation types, while environmen-
tal institutions spend considerable time and money to produce ill-adapted guidelines
unusable by experts in the field. Decision support in this area could largely benefit
from an analysis developed along the lines of our analysis of DDSSs.
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