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Abstract. The paper presents a valued extension of the recently introduced con-
cept of PQI interval order. The main idea is that, while comparing objects repre-
sented by interval of values there is a zone of hesitation between strict difference
and strict similarity which could be modelled through valued relations. The paper
presents suitable definitions of such valued relations fulfilling a number of inter-
esting properties. The use of such a tool in data analysis and rough sets theory is
discussed in the paper.

Keywords: interval orders, PQI interval orders, valued relations, valued similarity,
uncertainty modelling.

1 Introduction

Comparing objects described under form of intervals dates back to the work of Luce,
[1], where difference of utilities are perceived only when beyond a threshold (for a
comprehensive discussion on the concepts of semi-order and interval order see [2, 3]).
The basic idea introduced in such works is that when we compare objects under form
of intervals they can be considered as different (preferred) iff their associated intervals
have an empty intersection. Otherwise they are similar (indifferent). However, such an
approach does not distinguish the specific case where one interval is “more to the right”
(in the sense of the reals) of the other, but they have a non empty intersection. Such a
situation can be viewed as an hesitation (denoted Q) between preference (dissimilarity,
denoted P) and indifference (similarity, denoted /) and merits a specific attention.

Recently Tsoukias and Vincke [4] gave a complete characterisation of such a struc-
ture (denoted as PQI interval order), while in [5] and [6] a polynomial algorithms for
the detection of such a structure in an oriented graph are provided. In this paper we
extend such results considering the situation of hesitation under a continuous valuation
of preference and indifference. The idea is that the intersection of the two intervals can
be more or less large thus resulting in a more or less large hesitation represented by a
value in the interval [0,1] for preference and indifference.

The paper is organised as follows. In the next section we introduce the basic nota-
tion and results on regular interval orders and semi-orders. In section 3 we introduce



the concept of PQI interval order and semi-order. In section 4 we present a general
frame work for the characterisation of preference structures with three binary relations
(P, @Q and I) and introduce a functional representation for preference (dissimilarity) and
indifference (similarity) fulfilling a number of nice properties. Further research direc-
tions are included in the conclusions. The paper updates and extends results appeared
originally in [7].

2 Interval Orders

In the following we will consider objects represented under form of intervals of val-
ues. Given a finite set A of objects we associate to each element of A two functions
l: A~ Rand u : A — R (the left and right extreme of x respectively) such that
Vz l(xz) < u(z). Such a representation is equivalent to the one where to each element
x of A is associated a function g(z) and threshold function ¢(x). We have [(z) = g(x)
and u(z) = g(x)+t(z). In the rest of the paper we will only use the (I(x), u(x)) repre-
sentation. Given the finite structure of set A, when we compare intervals we can restrict
inequalities to their strict part without loss of any generality.

Further we consider a structure of two binary relations P C A x Aand I C A x A
(respectively named preference and indifference). From a data analysis point of view
we can consider indifference as a similarity relation and the union of preference and
its inverse as a dissimilarity relation. Hereafter, for sake of simplicity, we will only use
the terms of preference and indifference such that: P is asymmetric and irreflexive, I is
symmetric and reflexive, P U I is complete and P N T = ().

Given any two binary relations V, W on the set A we denote V.W (z, y) if and only
if3z: V(x,2)AW (z,y). We denote V- C W for the formula Vz,y V (z,y)=W (z, y).

We are now able to give some basic definitions and theorems.

Definition 1. [2]. A (P, I) preference structure on a set A is a PI interval order iff
dl,u: A R such that:

Vo ux)> (),

Va,y: Plz,y) < l(z) > u(y);

Va,y:I(z,y) < (z) <u(y) andl(y) < u(x).

Definition 2. [2]. A (P, I) preference structure on a set A is a PI semi order iff 31 :
A — R and a positive constant k such that:

Va,y: Plz,y) & l(z)>1l(y) +k;

Vae,y: I(z,y) & |l(z)—1(y)] < k.

Such structures have been extensively studied in the literature (see for example [2]).
We recall here below the two fundamental results which characterise interval orders and
semi orders.

Theorem 1. [2]. A (P, I) preference structure on a set A is a PI interval order iff
PI.PCP.

Theorem 2. [2]. A (P, I) preference structure on a set A is a PI semi order iff P.I.P C
Pand I.P.P C P.



3 PQI interval orders

Recently [4] suggested that, while the conditions under which the relation P holds
could be considered fixed, the conditions under which the relation / holds contain two
different situations: One called “indifference” (where one interval is included to the
other) and the other called “weak preference” or “hesitation between indifference and
preference” (where the intersection of the two intervals is non empty, but one interval
is “more to the right of the other”). More formally we consider preference structures
composed of three preference relations: P (which is asymmetric and irreflexive), Q)
(which is asymmetric and irreflexive) and I (which is symmetric and reflexive), P U
@ U I being complete and mutual intersections being empty and we have the following
results.

Definition 3. [4] A (P, Q, I) preference structure on a finite set A is a PQI interval
order; iff 31, u : A — R such that,Vx,y € A,x # y:

-u(z) > (x);

- P(z,y) < u(z) > l(z) > u(y) (yg

>
-Q(z,y) & u(x) > wuly) > I(x) > I
-I(z,y) < ulx) > uly) > U(y) > U(z) oruly) > u(z) > U(z) > l(y).

Theorem 3. [4] A (P,Q, I) preference structure on a finite set A is a PQI interval
order, iff there exists a partial order I such that:

i)I =1L UL, Ul,wherel,={(z,z), v € Ayand I, = I ';

i) (PUQUI)P C P;

i) P(PUQUI,) C P;

) (PUQUINQ C PUQUI;

v)QPUQUI,) C PUQUI,.

Definition 4. [4] A PQI semi order is a PQI interval order such that 3 k > 0 con-
stant for whichVx : u(x) = l(x) + k.

In other words, a PQ1 semi order is a (P, ), I) preference structure for which there
exists a real valued function / : A — R and a positive constant k such that V z, y:
-P(z,y) & U(z) > U(y) +
SQa.y) & Uy) +k > Uz) > 1(y);

-I(z,y) < I(x) =1(y); (in fact I reduces to I,).

Theorem 4. [4] A (P, Q, I) preference structure is a PQI semi order iff:
i) I is transitive

ii) PPUPQUQP C P;

iii) QQ C PUQ;

4 Valued Hesitation

The existence of a zone of hesitation between strict preference and indifference and
the introduction of valued relations in order to take in account such an hesitation has
been first considered by Roy ([8,9]) in the case of the so-called pseudo-orders and



extensively studied in [10]. However, in this case they consider preference structures
with two thresholds which is equivalent to a representation with intervals whose length
is within an interval of values. The hesitation occurs between the extremities of this
second interval.

In our case we consider preference structures with only one threshold. The hesita-
tion is due to the interval structure of the information associated to each object. The
above results however, although introduce the idea that comparing objects represented
by intervals implies the existence of a zone of hesitation between preference and indif-
ference, are unable to give a “measure” of such an hesitation.

Consider three objects whose cost is for the first () in the interval [10, 18], for the
second (y) in the interval [11,20] and for the third (z) in the interval [17, 20]. Using
the previous approach we get Q(x,y), Q(z, 2) and I(y, z). However, it is intuitively
clear that the hesitation which occurs when objects x and y are compared is not the
same with the hesitation which occurs when objects « and z are compared. Moreover,
although objects y and z are considered indifferent it is again intuitively clear that they
are indifferent to some extend and not identical.

The basic idea introduced is that the extend to which the two intervals have a non
empty intersection could be a “measure” of the hesitation between preference and indif-
ference. Such an idea dates back to Dubois and Prade ([11]), but applied to conventional
preference structures where a distribution of possibility can be associated to alternatives
under the form of a fuzzy number. In this approach we consider flat distributions of un-
certainty in the sense that any value of the interval has the same possibility to represent
the “real” value. From this point of view it is meaningful to compare lengths of intervals
in order to have a “measure” of the uncertainty. The approach however, easy generalises
in the case of specific uncertainty distributions.

First of all we will present a general framework for the fuzzification of preference
structures having the three relations P, () and I and then we will propose a model in
order to calculate the evaluation of each relation.

We begin by introducing some basic notions and notations: We are going to use
the symbols of 7" and S in order to represent T-norms and T-conorms respectively as
continuous representations of conjunction and disjunction operators in the case of con-
tinuous valuations. n will represent the negation operator (for a discussion about such
operators in the frame of fuzzy sets theory see [12]).

T-norms and T-conorms are related by duality. Pairs of t-norms and t-conorms sat-
isfy the generalisation of the De Morgan law as in the following:

Definition 5 (De Morgan Triplets ). Let T be a t-norm, S a t-conorm and n a strict
negation then (T, S,n) is a De Morgan triple iff Vx,y € [0, 1]:

n(S(z,y)) = T(n(z),n(y))-

Several De Morgan Triplets have been suggested in the literature. Zadeh and Lukasiewicz
triplets (see [12]) are the most used ones in preference modelling. We denote them
respectively by (Tinin, Smin,n) and (LT, LS, n) (see Table 4). The extension of the
properties of binary relations in the valued case is straightforward and omitted for sake
of space in this paper. The reader can see the relevant details in [13] and [14]. We only
introduce in the following two notions that we need for the rest of the paper:



Names t-norms t-conorms
Zadeh min(zx,y) maz(z,y)
Lukasiewicz max(z +y — 1,0) min(z + y, 1)

Table 1. De Morgan triplets

Definition 6 (Zero divisor). [15] An element x €)0,1[ is called a zero divisor of a
t-norm T iff Iy €]0,1[ T'(z,y) = 0. A t-norm without zero divisors is called positive.

Definition 7 (Archimedean). [15] A continuous t-norm T is Archimedean iff Vx €
10,1] T(z,z) < x.

It is easy to see that Lukasiewicz t-norms have a zero divisor and are Archimedean
and that the minimum operator is positive.

We are ready now to give the characterisation of a fuzzy preference structure having
P, @ and I that we call fuzzy (P, Q, I) preference structure. Our study is inspired from
the work of De Baets et al. ([16]) concerning the case of partial preference structures
fuzzification.

Definition 8 (Fuzzy (P, Q, I) preference structure). Consider a de Morgan triplet
M = (T, S,n) and three valued binary relations P,Q and 1. A (P, Q, I) structure on
the set A is a fuzzy preference structure w.r.t. M iff:

1. P and Q are irreflexive and T-asymmetric,
2. lis reflexive and symmetric,
3. T(P,)=0T(P,Q)=0and T(Q,I) =0,
4. S(P,S(Q, 1)) is S-complete.
We show by the help of the two next propositions that in order to have a real fuzzy

preference structure defined in the whole unit interval [0, 1], continuous, Archimedean
t-norms having zero divisors must be used.

Proposition 1. Consider a de Morgan triplet M = (T, S, n) with a t-norm without zero
divisors. If all the conditions of definition 8 are satisfied for a fuzzy (P, Q,I) structure
with M, then the fuzzy relations P, Q and I are crisp.

Proof. see [17]. A
Hence, it is better to have a zero divisor in order to have fuzzy relations. In this case
we know another result concerning non-Archimedean t-norms.

Proposition 2. Consider a de Morgan triplet M = (T, S,n) with a continuous non-
Archimedean t-norm with zero divisors. If all the conditions of definition 8 are satisfied
for a fuzzy (P, Q, I) structure with M, then 3z, € [0, 1] such that Vx,y,

p(z,y) <1= p(z,y) < =,
q(z,y) <1 = q(z,y) < z,
i(z,y) <1 =i(z,y) < z.



Proof. see [17]. A

Hence, in order to use the whole unit interval [0, 1], continuous, Archimedean t-
norms having zero divisors must be used. Such t-norms are called nilpotent and are ¢-
transform of the Lukasiewicz t-norm. For that reason an alternative definition of fuzzy
(P, Q, I) preference structure can be given:

Definition 9 (L-Fuzzy (P, Q, I) preference structure). Consider a Lukasiewicz triplet
L = (LT, LS,n) and three valued binary relations P,Q and I. A (P, Q, I) structure
on the set A is a L-fuzzy preference structure w.r.t. L if:

1. P and Q are irreflexive and LT-asymmetric,

2. lis reflexive and symmetric,

3. LT(P,I)=0, LT(P,Q) =0, LT(Q,I) =0, LT(P,Q~') = 0, (exclusivity),
4. LS(P,LS(Q,1)) is LS-complete.

Although the definition 9 utilizes the whole unit interval, it presents some weak-
nesses. Three critics can be done:

1. The asymmetry condition with a t-norm having zero divisor allows the co-existence
of strictly positive p(z, y) and p(y, x) for the same couple which can be contradic-
tory to the semantics of preference relation or must be avoided in some situations.

2. The exclusivity condition with a t-norm having zero divisor do not permit us to
forbid the co-existence of relations with contradictory semantics. For example, de-
pending on the context of preference modelling, one may want to forbid the co-
existence of P and Q !, since in the majority of cases if there some credibility for
the sentence “z is strictly preferred to y”, the sentence “y is weakly preferred to x”
should not be credible at all.

3. Finally, within some context or for some decision maker it may be important to have
a stronger completeness, in the sense that for every couple z, y, the characteristic
relation or its converse should take the value 1. Again, positive t-conorms do not
satisfy such conditions.

For all these reasons, we propose the use of different triangular norms for each condi-
tion.

Definition 10 (Flexible Fuzzy (P, Q, I) preference structure). Consider De Morgan
triplets M; = (T;, Si,n;) with i € {1,...,6}. A (P,Q,I) structure on the set A is a
flexible fuzzy preference structure w.r.t M; if:

1. P and Q are irreflexive, P is T1-asymmetric and Q is Tx-asymmetric,

2. lis reflexive and symmetric,

3. T3(P, 1) =0, Ty(P,Q) =0, T5(Q,I) = 0 and Tg(P, Q™) = 0, (exclusivity),
4. S1(P,51(Q, 1)) is Si-complete.



We define the characteristic relation R as R = S1(P, S1(Q,I)).

Before analysing all the possibilities concerning the use of different t-norms, we
make some assumptions:

i. The asymmetry conditions use the min operator: 77 = 75 = min,

ii. The exclusivity between P and Q~' makes use of the min operator: T = min,
iii. Va,y, if r(z,y) =1 and r(y,x) = 0 then p(z,y) = 1,¢(z,y) = 0,i(z,y) = 0,
iv. Va,y, if r(z,y) = 1 and r(y,z) = 1 then i(z,y) = 1, p(z,y) = 0, ¢(z,y) = 0.

Assumptions ¢ and 77 are related to the critics 1 and 2 and assumptions 477 and v are
natural conditions very frequently used in preference modelling and decision analysis.
Unfortunately they are not sufficient to conclude our analysis. The determinations of
15,7y, T5 and S; are less natural and need more detailed study.

We begin by the completeness condition. Considering the characteristic relation R
one can distinguish three different states: r(z,y) = 1, 7(z,y) = 0and 0 < r(z,y) < 1.
R is Sy-complete means that Va,y, S1(R(z,y), R(y,z)) = 1. Therefore, we analyse
different permutations of the states of R and R~ and we obtain nine cases where some
of them are already defined by the previous assumptions (see Table 2).

R\R"'||o o, 1] 1 |
0 ? P!

j0,1[ |2 ? ?

1 P ? I

Table 2. Values of p, q and ¢ whit our hypotheses.

Now we are interested in unknown cases. For the completeness condition there are
two possibilities. S may be positive (S;") or negative® (S ):

— If S is positive, then
e ifr(z,y) = Othenr(y,z) = 1because R is S-complete: S} (r(x,y), r(y, z))=
Sii_(07 T(yvx)) = r(y, Z‘) =1,
o if r(x,y) = 1then 0 < r(y,x) < 1 because in this case there is no condition
onr(y,x),
e if 0 < r(z,y) < 1 then r(y,z) = 1 because of the definition of positive
t-norms.
These results allow us to complete some cases of the Table 2, especially the ones
which do not satisfy the completeness condition and we obtain the first collum of
Table 3.
— If S is negative, then
e ifr(z,y) = O0thenr(y,x) = 1 because Ris S-complete: S; (r(z,y),r(y,z))=
Sy 0,7(y,z)) =r(y,z) =1,
o if r(x,y) = 1then 0 < 7(y,x) < 1 because in this case there is no condition
onr(y,x),

3 a De Morgan triplet with an involutive negation which is not positive



e if 0 < r(x,y) < 1then0 < r(y,x) < 1because S; is negative and has a zero
divisor.

Like in the previous case, we complete the Table 2 thanks to these results and we
obtain the second collum of Table 3.

R\R"'[|0 [Jo, 1] 1| R\R™'[[0 o, 1] 1|
0 incomplete[incomplete[ P~ 0 incomplete[incomplete| P~ T
10,1[ ||incomplete|incomplete|? 10,1[ ||incomplete|? ?

1 P ? I 1 P ?

Table 3. Values of p, ¢ and i when  is ST -complete and S~ -complete.

In order to complete our analysis, exclusivity conditions must be studied for the five
cases expressed in Table 3 by “ ? 7. Before beginning the analysis, let us mention that
some symmetries and similarities can help us to decrease the number of cases to anal-
yse: cases (r(z,y) = 1,0 < r(y,x) < 1) and (r(y,z) = 1,0 < r(z,y) < 1) are
symmetric and provide similar results. Thus, analysing the cases (r(z,y) = 1,0 <
r(y,xz) < 1) for positively and negatively completeness and (0 < r(z,y) < 1,0 <
r(y,x) < 1) for positively completeness will be sufficient in order to finalise our anal-
ysis.

As in the completeness condition, for each t-norm of exclusivity conditions (73, T}
and T5), there are two possibilities: T; (z = 3,4, 5) can be positive (and will be denoted
by T;") or negative (and will be denoted by 7} ). All the permutation of these two
possibilities for three t-norms (there are 23 = 8 of them) are analysed and the results
are presented in Table 4 (the detailed analysis of these cases are not presented in this
paper for the sake of space, an interested reader can see in [17]). Remark that in each
case of Table 4 we present only relations which can be valued. For example having an
empty case, like the first case of the first line, means that in this case we can only have
crisp relations. When there are some relations in a case, like the second column of the
first line, it means that these relations can be valued while the remaining ones are crisp.
In the case of the second column of the first line, the indifference can be valued while
P and @ are crisp.

Briefly, we remark in Table 4 that lines 1 and 3 correspond to crisp (P, Q, I) prefer-
ence structures or (P, @), I) preference structures having only the indifference relation
as a valued one. Cases 6 and 8 do not have a natural interpretation. Lines 2, 7, 4 and 5
provide fuzzy (P, Q, I') preference structures with one crisp and two valued relations. In
lines 2 and 7, there are some relative positions having () = 1 and some others 0 < I <1
and 0 < P < 1 while lines 4 and 5 provide some relative positions having P = 1 and
some others 0 < I < 1and 0 < @ < 1. The interpretations of the two first cases are
not so natural (how to interpret the fact of having a valued “strict preference” while the
weak preference is always crisp?). With lines 4 and 7, the strict preference appears as an
upper bound of the weak preference relation where the preference becomes sure. For all
these reasons lines 4 and 5 appear as the most favorable ones, between the eight ones,
in order to fuzzify (P, Q, I) preference structures. Such structures are strongly related



Positively or negatively complete

Positively complete

Exclusivity and and
rz,y) =1,0<r(y,z) <1 [0<7r(z,y) <1,0<7r(y,z) <1
1)
T;H(P,I)=0 I
T (P,Q) =0
TH(Q, 1) =0
2)
T, (P,I)=0 P I P I, P!
T, (P,Q)=0
T(Q,1)=0
3)
T;H(P,I)=0 I
T, (P,Q) =0
T(Q.1) =0
4)
T (P,1) =0 Q.1 Q,1,Q7!
TS (P,Q) =0
Ty (Q,1)=0
5)
T (P,1) =0 Q.1 Q,1,Q7!
T, (P,Q)=0
TE;(QaI) _ 0
6)
Ty (PI)=0 P I P, P!
T, (P,Q) =0 Q.1 Q.1,Q"
T, (Q,1)=0
7)
T, (P1) = P I P, P!
T, (P,Q)=0
T(Q,1)=0
8)
Ty (P I)=0 PQ,I P,Q,I1,Q7 ', P!
Ty (P,Q) =
Tsi(Q7I) _ O

Table 4. Relations which can be valued when different 75, T4, T5 and Sy are used.

to fuzzy (P, I') preference structures but may have additional utility for the construction

of models where the strict preference needs to be marked strongly.

As an example, we propose in the following a model used for the comparison of
intervals where the situation of two disjoint intervals must be presented by a crisp strict

preference relation, while other situations may have valued presentation.

Let z and y be two elements of a finite set A, having an interval representation such
that z : [I(z),u(x)] and y : [I(y), u(y)] with Vz, () < u(z). We define first of all the

characteristic relation of our model:




Definition 11. The credibility of the assertion “x is at least as good as y (r(x,y))” is
such that

Ve,y € A, r(z,y) = max((),min(l,max(u
u

Different values of the relation R for different interval comparison case are pre-
sented in Table 5.

The characteristic relation covers the strict preference, the indifference and the hes-
itation among the two previous relations. The second step is to define all these valued
relations in terms of R. For this purpose we make use of the symmetric and the asym-
metric part of R:

i - o (o ()]

max [0, (min(u(z) — I(y), u(z) — I(z), u(y) — I(y), u(y) — I(z)))]
min(u(z) — I(x), u( l

Rs(xvy) =

As in the crisp case, R is the union of P, @) and I where P, () are asymmetric and
is symmetric. For that reason, we propose to define R* and R® such as:

R* = S(P,Q)and R* =1I.

The indifference can be directly obtained from equation 2. For P and () we have to
separate the relation R®. For this purpose we add a new hypothesis which says that the
strict preference P exists only in the case of two disjoint intervals:

Vo, y € A, p(z,y) <= l(z) > u(y).

As a result we define our three relations as in the following:

R} if [(z) >
p(z,y) = {O ¢(2,y) ;fn(()tx;) > u(y), 3)
RY if [
qlz,y) = {0 7(z,y) ;fn((f;) < u(y), 4)
i(z,y) = Ri(z,y). (5)

Table 5 illustrates all the values of the three relations for each interval comparison
case.
Such a model has nice properties:

Proposition 3. Suppose that a binary relation P and valued relations Q@ and I are
defined as in equations 3-5, then



r(z,y) p(z,y) q(z,y) i(z,y)

x
(I 1 1 0 0
T

(S S :
. N . . a b c c
L ph L ¢ i a 1 0 min (WW) max (HzH W)
[ L |

N y N

¢ i a 1 0 0 1

Yy
1 0 0 1
-
_ |
c i a 1 0 0 1
L
_c max (H;H s m) 0 0 mazx (H;H‘ m)
z
—L—
0 0 0 0

Table S. Relations of the interval comparison with valued hesitation

i. P and Q are irreflexive and min-asymmetric,

ii. I is reflexive and symmetric,

iii. Trnin(P, 1) = 0, Trnin(P,Q) = 0, LT(Q,I) =0, Trin(P,Q71) =0,
v. LS(P,LS(Q,I)) is LS-complete.

Proof. see [17]. R
The relations between the characteristic relation R and the three preference relations
are presented in the following proposition.

Proposition 4. Suppose that the three valued relations P, QQ and I are defined as in
equations 3-5, then:



i LS(P,Q) = R
ii. I =min(R, R™1)

or explicitly, ¥(z,y) € A x A
i.p(x,y) +q(z,y) =1 -1y, )
ii. i(x,y) = min{r(z,y),r(y, )}

Proof. see [17]. A

5 Discussion

What do we get with such results? What can we do with such valued relation? We
consider two cases.

The first, obvious, case concerns the domain of preference modelling. Having a
functional representation of the type described in the above section enables to give an
explicit representation of the uncertainty and hesitation which appears when we com-
pare intervals and to overcome the difficulty associated to the use of crisp thresholds. In
fact if a discrimination problem exists this will concern any type of comparison. There-
fore even if we fix a discrimination threshold there always exists an interval around the
threshold for which a discrimination problem has to be considered (and that recursively
for any new threshold introduced). The valued representation solves this problem. In
this particular case the solution does not require the introduction of two thresholds, but
gives a valued version for preference and indifference in all cases intervals are com-
pared.

The second case concerns more generally the problem of comparing objects not
necessarily for preference modelling reasons. As already introduced we can always
consider the concept of indifference equivalent to the one of similarity, the concept of
preference becoming a directed dissimilarity. Establishing the similarity among objects
is a crucial problem for several research fields such as statistics, data analysis (in arche-
ology, geology, medical diagnosis etc.), information theory, classification, case based
reasoning, machine learning etc. A specific area of interest in the use of similarity rela-
tions is in rough sets theory ([18]).

In rough sets we consider objects described under a set of attributes and we estab-
lish a relation of indiscernibility (which is a crisp equivalence relation) in order to take
in account our limited descriptive capability. In other terms real objects might be differ-
ent, but due to our limited descriptive capability (represented by the set of attributes) we
might be obliged to consider them as identical (indiscernible). Indiscernibility classes
are then used in order to induce classification rules. However, equivalence relations can
be very restrictive for several real cases where the more general concept of similarity
is more suitable (see [19,20]). The use of a valued similarity has been considered in
[21-24] for several different cases. Thanks to such a relation it is possible to induce
classification rules to which a credibility degree is associated. By this way it is possi-
ble to enhance the classification capability of a data set although a confidence degree
inferior to 1 has to be accepted. The approach described in this paper enables to give a
theoretical foundation for the case where objects have to compared on attributes with
continuous scales and where either a discrimination threshold has to be considered or
the objects are represented by intervals.



6 Conclusion

In this paper we present some results concerning the extension of PQI interval orders
under continuous valuation. Particularly we propose a general frame work for the char-
acterization of fuzzy preference structures with P, () and [ and give the functional rep-
resentation for these three relations such that the portion of interval which is common is
considered as a “measure” of the hesitation associated to the interval comparison. Such
functions fulfill a number of nice properties in the sense that they correspond to a fuzzy
preference structure as defined in [14].

The use of such valued preference relations not only enhance the toolkit of prefer-
ence modelling, but enables a more flexible representation in all cases where a similarity
among objects is under question. The particular case of rough sets theory is discussed
in the paper. Several research directions remain open such as:

— the problem of aggregating such valued relations in order to obtain a comprehensive
relation (crisp or valued) when several attributes or criteria are considered;

— a further analysis of the formal properties fulfilled by such valued relations;

— the analysis of such preference structures under the positive/negative reasons frame-
work as introduced in [25] and discussed in [26].
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